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 The Globus Toolkit® (GT®) is the “de facto standard” for grid computing

* Grid Computing’s focus:

— large-scale resource sharing: direct access to computers, software, data

— innovative applications

— high-performance orientation

 The ‘Grid problem’:

— Definition: flexible, secure, coordinated resource sharing among dynamic
collections of individuals, institutions, and resources, namely virtual
organizations

— Challenges: Authentication, Authorization, resource access, resource
discovery

* Globus Toolkit® Components

— GRAM: Job Management

— MDS: Monitoring and Discovery System

— GridFTP: File Transfer

— Others: RLS, RFT, CAS, OGSA-DAI, GTCP
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 Part 1: Testing the performance of the Globus Toolkit®
— The Globus Toolkit® is the “de facto standard” for grid computing

— Performance of GT® in a WAN & LAN is essential

» expected performance from the GT® in a realistic deployment in a distributed and
heterogeneous environment

— Performance of grid services in a WAN
* complex interactions between network connectivity and service performance.
o Part 2: Developing DiPerF

— Performance testing is an ‘everyday’ task, HOWEVER testing harnesses are
often built from scratch for a particular service

— DiPerF can be used to test the scalability and performance limits of a service
— controlled LAN-based tests are not enough

— Wide-area, heterogeneous deployment provided by the PlanetLab and/or
Grid3 testbed

— DiPerF can provide accurate estimation of the service performance as
experienced by both LAN and WAN clients

5/10/2005 MS Thesis Presentation 4



e Accuracy

— synchronizing the time across an entire system that
might have large communication latencies

. Flexibility

— In heterogeneity normally found in WAN environments
and the need to access large number of resources

o Scalability
— the coordination of large amounts of resources

e Performance

— the need to process large number of transactions per
second
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Job submission: pre-WS GRAM and WS-GRAM
iIncluded with GT® 3.2 and 3.9.4

Information services: the scalability and performance
of the WS-MDS Index bundled with GT® 3.9.5

A file transfer protocol: the scalablility and fairness of
the GridFTP server included with the GT® 3.9.5

Grid Services:

— DI-GRUBER, a distributed usage SLA-based broker based
onthe GT® 3.2 and 3.9.5

— Instance creation and message passing performance in the
GT® 3.2
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Goals: simplify and automate large scale service
performance evaluation

DiPerF Features

— coordinates a pool of machines that test a single or distributed target
service

— collects and aggregates performance metrics from the client point of view
— generates performance statistics

DiPerF Implementation

— modularized tool written in C/C++/perl

— Uses off-the-shelf tools and protocols: Ssh-based tools (i.e. scp, rsync),
telnet, TCP/UDP/IP

— tested over various testbeds: PlanetLab, Grid3, Computer Science
Cluster at the University of Chicago

DiPerF Performance:
— 10,000+ clients & 100,000+ transactions per second & validation study
5/10/2005 MS Thesis Presentation 7



e Controller

— Recelves the address of the service and a client code

— Distributes the client code across all machines in the
pool

— Gathers and stores performance statistics
e Tester
— Receives client code
— Runs the code and produce performance statistics
— Sends back to “controller” raw statistic metrics
e Analyzer
— Aggregates and summarizes performance statistics
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 Distributed approach:

— Tester uses Network Time Protocol (NTP) to
synchronize time

— Not deployed or configured properly everywhere

e Centralized approach:
— Controller uses time translation to synchronize time

— Could introduce some time synchronization
Inaccuracies due to non-symetrical network links
and the RTT variance
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service response time:

— the time from when a client issues a request to when the request is completed minus the network latency
and minus the execution time of the client code

service throughput:
— number of jobs completed successfully by the service averaged over a short time interval
offered load:
— number of concurrent service requests (per second)
jobs completed / failed (per client):
— The number of jobs completed successfully and the number of failed jobs
service utilization (per client):

— ratio between the number of requests served for a client and the total number of requests served by the
service during the time the client was active

service fairness (per client):
— ratio between the number of jobs completed and service utilization
network latency to the service:
— time taken for a minimum sized packet to traverse the network from the client to the service
time synchronization error:
— real time difference between client and service measured as a function of network latency variance
client measured metrics:
— Any performance metric that the client measures and communicates with the tester
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e Design
— 4000+ lines of C++ code

— Performance metrics:
» 8 generic metrics
» Client specific metrics

— Supported features:
* Analyze just parts of data

» Verify data files
e Time Quanta

Performance

5/10/2005

#of | Test # of Fl\girtr;)?irr{t Time | Execution|Time '_Il'_lrrgssl Trans
Mach|Length| Trans (MB) Quanta| Steps |(sec) s / sec
8 168 100 0.0 1 sec 1.4 | 140 | 71.4
40 1000 2900 0.5 1 sec Verify 1.6 0.6 |1812.5
200 | 11000 | 45000 26.5 1 sec Load 5.1 0.1 |8840.9
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e Job submission: pre-WS GRAM and WS-GRAM
iIncluded with GT® 3.2 and 3.9.4

5/10/2005 MS Thesis Presentation 24



e GT3.2 GRAM

— Job submission via Globus Gatekeeper 2.4.3 using
Globus Toolkit 3.2 (C version)

— Job submission using Globus Toolkit 3.2 (Java
version)

e GT3.9.4 GRAM

— Job submission using Globus Toolkit 3.9.4 and a pre-
WS GRAM client (C) and pre-WS GRAM Service (C)

— Job submission using Globus Toolkit 3.9.4 and a WS
GRAM client (C) and WS GRAM Service (Java)
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* |Information services: the scalability and performance
of the WS-MDS Index bundled with GT® 3.9.5
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A file transfer protocol: the scalability and fairness of
the GridFTP server included with the GT® 3.9.5
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e Grid Services:

— DI-GRUBER, a distributed usage SLA-based broker based
onthe GT® 3.2 and 3.9.5

5/10/2005 MS Thesis Presentation 37



# of concurrent clients

/ time (sec)

120
110

100

N W A~ O o @~
o o o o o o

[
o

DI-GRUBER GT4: 1DP/120CL

Load '/"_‘1\
L - . . . Standard
4— - Minimum | Median | Average | Maximum Deviation
. st 2 * . ‘\ Peak Response Time 484 1852184811228 146
e i, !t (seconds) : : ' ' '
- St Peak Throughput
i | G eoeet | 0.8 [1.33] 134 | 21 | 023
= LY A“ 9
A M N A‘AAA N &
b e
| “AAAAAAAA A t " AAAQ Y " — 8
A i ' ‘: I }
s ‘A‘A A;‘AAA PO
) B At 4 . if: A‘é‘ ?A
| by L ot b o -/
i + 'Service Response .

i - PP
Y
L s

s e 0t VY7 4 .um“

Throughput

L LT,

i

(@)}
Troughput (queries / sec)

0 1000

T

2000

T

3000
Time (sec)

4000

I I

5000 6000

T




# of concurrent clients

/ time (sec)

DI-GRUBER GT3: 3DP/120CL

120 — 12
Load
110 11
100 Minimum | Median | Average | Maximum SL?/?:I?;?] - 10
90 P iy | 3.06 |13.8[ 153 | 102 | 8.31 || g
fuorice 1 ead | 4.97 |6.12]6.06 | 7 | 0.42
80 -+ 8
 —
Throughput
60 -\ 6
50 ' : 5
40 4
30 -3
20 -2
10 7:& Au B 1
0 I | | | | | | 0
0 1000 2000 3000 4000 5000 6000

Time (sec)

Troughput (queries / sec)



# of concurrent clients

/ time (sec)

DI-GRUBER GT3: 10DP/120CL

120

Load
G

110

100

(|

Minimum | Median | Average | Maximum gg?:t?gdn
Peak R Ti
K oo Tmel 3.53 [9.66| 10.3 | 62.9 | 4.14
Peak Throughput 7.45 8.06 89 0.28

(queries / second)

1000

2000

3000
Time (sec)

4000

5000

6000

Troughput (queries / sec)



Job submission: pre-WS GRAM and WS-GRAM
iIncluded with GT® 3.2 and 3.9.4

Information services: the scalablility and performance
of the WS-MDS Index bundled with GT® 3.9.5

A file transfer protocol: the scalablility and fairness of
the GridFTP server included with the GT® 3.9.5

Grid Services:

— DI-GRUBER, a distributed usage SLA-based broker based
on the GT® 3.2 and 3.9.5

— Instance creation and message passing performance in the
GT® 3.2
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Quantified the performance gain or loss among
different versions or implementations

Discovered upper limits on scalability and
performance

Gave users a tool for better resource planning
Gave developers feedback



Allows large scale testing of grid services, web services, and network services to be
done in both LAN and WAN environments

— Service capacity

— Service scalability

— Resource distribution among clients

— Accurate client views of service performance

— How network latency or geographical distribution affects client/service performance

— Allows the collection of the appropriate metrics to build analytical models
DiPerF has been automated to the extent that once configured, the framework will
automatically do the following steps:

— check what machines or resources are available for testing

— deploy the client code on the available machines

— perform time synchronization

— run the client code in a controlled and predetermined fashion

— collect performance metrics from all the clients

— stop and clean up the client code from the remote resources

— aggregate the performance metrics at a central location

— summarize the results

— generates graphs depicting the aggregate performance of the clients and tested service



« Analytical Models
— Large data sets...

— Al and Machine Learning techniques:

* Neural networks, decision trees, support vector
machines, regression, statistical time series,
wavelets, polynomial approximations, etc...

 Resource Management
— Job Profiling
— Co-scheduling
— Predictive Scheduling
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 More info on thesis:
— http://people.cs.uchicago.edu/~iraicu/research

/uchicago/ms thesis/

e More info on DiPerF:
— http://diperf.cs.uchicago.edu/

e Questions?
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