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Highly-tuned computer clusters using commodity
processors combined with custom network
Interconnects and customized operating system

e.g. IBM Blue Gene/P
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Computer clusters using commodity processors,
network interconnects, and operating system

e.g. PADS
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System diagram of the PADS environment, showing links to other resources.

The PADS project is supported in part by the National Science Foundation under grant OCI-0821678

and by The University of Chicago.

website in development

PADS is a petabyte (10'5-byte)-scale online storage
server capable of sustained multi-gigabyte/s /O
performance, tightly integrated with a 9 teraflop/s
computing resource and multi-gigabit/s local and
wide area networks. lts hardware and associated
software enables the reliable storage of, access to,
and analysis of massive datasets by both local users
and the national scientific community.

The PADS design results from a study of the storage and
analysis requirements of participating groups in astrophysics
and astronomy, computer science, economics, evolutionary
and organismal biology, geosciences, high-energy physics,
linguistics, materials science, neuroscience, psychology, and
socology. For these groups, PADS represents a significant
opportunity to look at their data in new ways, enabling new
saientific insights. The infrastructure also encourages new
collaborations across disciplines. PADS is also a vehicle for
computer science research into active data store systems,
and provides rich data on which to investigate new
techniques. Results will be made avallable as open source
software.

PADSstatus myPADS



Grids tend to be composed of multiple clusters,
and are typically loosely coupled,
heterogeneous, and geographically dispersed

e.g. TeraGrid
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An instrument (cyberinfrastructure) that delivers high-end IT resources -
storage, computation, visualization, and data/service hosting - almost all of
which are UNIX-based under the covers; some hidden by Web interfaces
— 20 Petabytes of storage (disk and tape)
— over 100 scientific data collections

— 750 TFLOPS (161K-cores) in parallel computing systems and growing
— Support for Science Gateways

The largest individual cyberinfrastructure facility funded by the NSF, which
supports the national science and engineering research community

Something you can use without financial cost - allocated via peer review
(and without double jeopardy)



TeraGrid (TG)

Open Science Grid (OSG)

Enabling Grids for E-scienck (EGEE)
LHC Computing Grid from CERN

Grid Middleware
— Globus Toolkit
— Unicore
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A large-scale distributed computing paradigm that is
driven by economies of scale, in which a pool of
abstracted, virtualized, dynamically-scalable,
managed computing power, storage, platforms,
and services are delivered on demand to external
customers over the Internet.

e.g. Amazon EC2
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 Google App Engine
— Engine, Datastore, memcache
e Amazon
— EC2, S3, SQS, SimpleDB
e Microsoft Azure
 Nimbus
e Eucalyptus
e Salesforce
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* |IT reinvents itself every five years
 The answer is complicated...

e YES: the vision Is the same

— to reduce the cost of computing
— Increase reliability

— Increase flexibility by transitioning from self operation to third
party
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 NO: things are different than they were 10 years ago

— New needs to analyze massive data, increased demand for
computing

— Commodity clusters are expensive to operate

— We have low-cost virtualization

— Billions of dollars being spent by Amazon, Google, and
Microsoft to create real commercial large-scale systems with
hundreds of thousands of computers

— The prospect of needing only a credit card to get on-demand
access to *infinite computers is exciting; *infinite<O(1000)
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 YES: the problems are mostly the same
— How to manage large facilities
— Define methods to discover, request, and use resources
— How to implement and execute parallel computations
— Details differ, but issues are similar
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Business model
Architecture

Resource management
Programming model
Application model
Security model
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e Grids:

— Largest Grids funded by government

— Largest user-base in academia and government labs to drive
scientific computing

— Project-oriented: service units

 Clouds:

— Industry (i.e. Amazon) funded the initial Clouds

— Large user base in common people, small businesses, large
businesses, and a bit of openn science research

— Utility computing: real money
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Grids:
— Application: Swift, Grid portals (NVO)
Collective layer: MDS, Condor-G, Nimrod-G
Resource layer: GRAM, Falkon, GridFTP
Connectivity layer: Grid Security Infrastructure

Fabric layer:

Clouds:

Application Layer: Software as a Service (SaaS)

Platform Layer: Platform as a Service (PaaS)
Unified Resource: Infrastructure as a Service (laaS)

Fabric: laaS

Grid Protocol Architecture

GRAM, PBS, SGE, LSF, Condor, Falkon

Application

=

Platform

Unified Resource

loud Architecture

Fabric

Cloud Computing and Grid Computing 360-Degree Com;;)ared
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 Compute Model
— batch-scheduled vs. time-shared

e Data Model
— Data Locality
— Combining compute and data management

 Virtualization
— Slow adoption vs. central component

* Monitoring
 Provenance 20
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e Data Model

— Data Locality
— Combining compute and data management

22
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e Virtualization

— Slow adoption vs. central component
* Monitoring
 Provenance 2
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e Grids:
— Tightly coupled
* High Performance Computing (MPIl-based)
— Loosely Coupled
e High Throughput Computing
* Workflows

— Data Intensive
 Map/Reduce

 Clouds:
— Loosecy

oud Comput

Pled transactional oriented 25
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Heroic
MPI
Tasks

Many Loosely Coupled Apps

Low
1 1K 1M
Number of Tasks
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Single task, modest data
MPI, etc...

Many Tasks
DAGMan+Pegasus
Karajan+Swift+Falkon
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* Loosely coupled applications

— High-performance computations comprising of multiple
distinct activities, coupled via file system operations or
message passing

— Emphasis on using many resources over short time periods

— Tasks can be:

« small or large, independent and dependent, uniprocessor or
multiprocessor, compute-intensive or data-intensive, static or
dynamic, homogeneous or heterogeneous, loosely or tightly coupled,

large number of tasks, large quantity of computing, and large
volumes of data...
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Multicore processors

Massive task parallelism

Massive data parallelism

Integrating black box applications

Complex task dependencies (task graphs)
—allure, and other execution management issues
Dynamic task graphs

Documenting provenance of data products

Data management: input, intermediate, output

Dynamic data access involving large amounts of
data
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T/ Swift+PBS

« Classic benchmarks for MapReduce
— Word Count
— Sort

o Swift performs similar or better than Hadoop
(on 32 processors)

Word Count

Sort

Time (sec)
Time (sec)

— W Hadoop

B Swift+Falkon

733

42

10MB

85 83

100MB

Data Size

1000MB




« Aimed to simplify usage of complex resources

e Grids
— Front-ends to many different applications
— Emerging technologies for Grids

 Clouds
— Standard interface to Clouds
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Gateway to Clouds
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e Grids

— Grid Security Infrastructure (GSI)

— Stronger, but steeper learning curve and wait time
* Personal verification: phone, manager, etc

e Clouds

— Weaker, can use credit card to gain access, can
reset password over plain text email, etc
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Move towards a mix of micro-production and large utilities, with load being
distributed among them dynamically

— Increasing numbers of small-scale producers (local clusters and embedded
processors—in shoes and walls)

— Large-scale regional producers

Need to define protocols

— Allow users and service providers to discover, monitor and manage their
reservations and payments

— Interoperability

Need to combine the centralized scale of today’s Cloud utilities, and the
distribution and interoperability of today’s Grid facilities

Need support for on-demand provisioning

Need tools for managing both the underlying resources and the resulting
distributed computations

Security and trust will be a major obstacle for commercial Clouds by large
companies that have in-house IT resources to host their own data centers



loan Raicu
— http://people.cs.uchicago.edu/~iraicu/

— Jraicu@cs.uchicago.edu

Original Blog from lan Foster

— There's Grid in them thar Clouds*

— http://ianfoster.typepad.com/blog/2008/01/theres-grid-in.html

Paper published in IEEE Grid Computing Environments 2008
— http://people.cs.uchicago.edu/~iraicu/publications/2008 GCE08 Clouds Grids.pdf
Cloud Computing and Its Applications Workshop

— http://www.cca08.org/
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