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    Leveraging a data streaming paradigm enables:
● Autoscaling
● Data durability
● Pipelined flushing in multi-tiered environments
● Matching hardware properties from source and destination
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● HFlush is a pull-based data flusher that implements a continuous data 
eviction mechanism.

● Initial results have shown HFlush to be a promising solution to the 
growing challenge of extreme scale data generation, especially in case 
of workloads with periodic I/O or in systems that make use of modern 
hardware with high concurrency.

● The ability of HFlush to amortize the I/O stall time allows applications 
using it to significantly increase the CPU usage by over 50%.

● The near real-time nature of the eviction provides an improved overall 
latency on the data flushing with 7x latency reduction and a 2X 
bandwidth increase over batch-based flushing solutions, which reflects 
in a lower I/O stall time for the application.

Testbed: Ares supercomputer at the Illinois Institute of Technology
Storage Nodes:
● CPU: Two quad-core Opteron 2376 @ 

2.3GHz (40 nodes)
● RAM: 32GB DDR2-667 
● Storage: 1 250GB Samsung 860 Evo SATA 

SSD, 1TB Seagate 7200K SATA hard drive

Compute Nodes:
● CPU: Dual Intel(R) Xeon Scalable Silver 

4114 @ 2.20GHz (40 nodes)
● RAM: 96 GB RAM
● Network: 10Gbit Ethernet with RoCE
● Storage: local 512GB NVMe SSD.
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