
Cluster Comput
DOI 10.1007/s10586-012-0200-4

Cost-intelligent application-specific data layout optimization
for parallel file systems

Huaiming Song · Yanlong Yin · Yong Chen ·
Xian-He Sun

Received: 12 September 2011 / Accepted: 23 January 2012
© Springer Science+Business Media, LLC 2012

Abstract Parallel file systems have been developed in re-
cent years to ease the I/O bottleneck of high-end comput-
ing system. These advanced file systems offer several data
layout strategies in order to meet the performance goals of
specific I/O workloads. However, while a layout policy may
perform well on some I/O workload, it may not perform as
well for another. Peak I/O performance is rarely achieved
due to the complex data access patterns. Data access is ap-
plication dependent. In this study, a cost-intelligent data ac-
cess strategy based on the application-specific optimization
principle is proposed. This strategy improves the I/O per-
formance of parallel file systems. We first present examples
to illustrate the difference of performance under different
data layouts. By developing a cost model which estimates
the completion time of data accesses in various data layouts,
the layout can better match the application. Static layout op-
timization can be used for applications with dominant data
access patterns, and dynamic layout selection with hybrid
replications can be used for applications with complex I/O
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patterns. Theoretical analysis and experimental testing have
been conducted to verify the proposed cost-intelligent layout
approach. Analytical and experimental results show that the
proposed cost model is effective and the application-specific
data layout approach can provide up to a 74% performance
improvement for data-intensive applications.

Keywords Data layout · I/O performance modeling ·
Parallel file systems · Parallel I/O · Data-intensive
computing

1 Introduction

Scientific and commercial applications, such as nanotech-
nology, astrophysics, climate, and high energy physics, are
increasingly reliant on large datasets. In most data-intensive
applications, the storage devices are the critical bottleneck
and the situation worsens with increased data volumes.
While the computation capabilities of processors have been
increasing rapidly during the past decades, disk capaci-
ties have not seen the same growth. Therefore, there ex-
ists an enormous performance gap between processors and
disks. Parallel file systems, such as Lustre [1], GPFS [2],
PanFS [3], and PVFS2 [4] are designed to mask the ever-
increasing gap between computing and I/O performance, by
combining large numbers of storage devices and providing
high degree of I/O parallelism. There are three commonly
used data layouts in existing parallel file systems: 1-DH,
1-DV , and 2-D. 1-DH is short for one dimensional horizon-
tal layout, which refers to the layout strategy that data ac-
cessed by each I/O client is distributed across all file servers.
1-DV is short for one dimensional vertical, which means
each I/O client accesses data from one file server. 2-D layout
refers to the policy that each I/O client accesses data from a
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Fig. 1 Three commonly used data layout strategies

subset of all file servers. These policies are demonstrated in
Fig. 1, and they are designed for different I/O workloads.

For a workload, I/O behaviors are dependent on applica-
tion characteristics and vary considerably from application
to application in terms of request frequency, data size, ac-
cess concurrency, and data continuity. Even in one applica-
tion, data access pattern may vary from time to time. There-
fore, a complex application may not have a single dominant
data access pattern, but rather consist of many patterns dur-
ing different phases. For example, the request size may be
very large at one time while small at another time, and the
number of concurrent I/O requests might change often.

Generally, a large I/O request should invoke parallel ac-
cess to many file servers to increase throughput, while a
small request should be processed on a single file server to
reduce latency. Therefore, data access patterns and data lay-
out manners influence the performance of parallel I/O sig-
nificantly. Nevertheless, there is no single data layout pol-
icy working well for all workloads. A data layout policy that
works well for one type of I/O workload may be a bad choice
for another. Moreover, in existing parallel file systems, the
use of these data layouts is hectic and rare due to several
limitations. To identify an appropriate data layout option,
the user needs to understand the I/O workload of his/her ap-
plication, and needs to understand the underlying parallel
file systems. Even if the user is an expert on both sides, the
application may have data access patterns that do not have
a perfect match with the options provided by the underly-
ing file system. More research efforts are needed to explore
an intelligent layout selection strategy which provides the
full potential of parallel file systems. Finding an appropriate
data layout for a given application has significant and prac-

tical importance for HPC applications, especially for appli-
cations that are data-intensive.

Understanding this interaction between access pattern
and data layout in parallel file systems is critical to opti-
mizing I/O performance. Figure 2 shows an example of I/O
performance under three typical data layouts. As the I/O per-
formance varied a lot for different access patterns, to make
the results clear, we regarded the performance of 1-DH as
the baseline, and compared the performance of 1-DV and
2-D with the baseline for each case. In subfigure (a), a fixed
request size with an increasing number of concurrent I/O
clients is described, while in subfigure (b) a fixed number
of I/O clients with an increasing request size is described.
From the results of subfigure (a) it can be observed that
when the concurrency is small, 1-DH has the highest I/O
performance; however, when the number of concurrent pro-
cesses increases, 2-D or 1-DV have the highest bandwidth.
Subfigure (b) shows that the request size is also influential
on I/O performance under different data layouts. The results
indicate that different access patterns require different lay-
outs in order to optimize I/O performance. While data lay-
out and user request patterns seriously affect the I/O per-
formance of data-intensive applications, current I/O perfor-
mance optimization strategies are not designed to capture
data access pattern as an application-specific feature. This
is an inherited limitation of existing approaches, and we ad-
dress this limitation well in this study. We propose an in-
novative cost-intelligent application-specific data layout ap-
proach, in which a cost model is developed to guide the data
layout selection. An optimal data layout is determined auto-
matically for a given application.

In this paper, we propose a cost-intelligent data access
strategy to integrate the data access optimization with layout
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Fig. 2 I/O Performance comparison for different access patterns of
three layout policies: 1-DH, 1-DV, and 2-D. As the I/O performance
varied a lot for different access patterns, to make the results clear, we
regarded the performance of 1-DH as the baseline, and compared the

performance of 1-DV and 2-D with the baseline for each case. The re-
sults were collected from the IOR benchmark on a PVFS2 system with
4 file servers and 8 computing nodes with sequential I/O workloads

optimization techniques, which is beneficial to various types
of I/O workloads. This study makes the following contribu-
tions. (1) We propose a cost model of data access for parallel
file systems, which can be used for estimating the comple-
tion time of data accesses with different data layout poli-
cies. (2) We present a static layout optimization approach, to
identify the optimal data layout for applications with dom-
inant access patterns. (3) We also propose a dynamic data
access strategy with hybrid replication for applications with
mixed I/O workloads where one layout policy does not bene-
fit all data accesses. The analytical and experimental results
show that the newly proposed cost-intelligent application-
specific data layout approach is very promising and has real
potential in unleashing the full potential of parallel file sys-
tems.

The rest of this paper is organized as follows. Section 2
briefly reviews the related work in I/O optimization tech-
nologies for data-intensive and high-performance comput-
ing systems. In Sect. 3, we present a cost model of data
access under different layout policies in parallel file sys-
tems. Section 4 proposes a layout selection strategy for a
given application based on the analysis of overall data ac-
cess cost. Section 5 describes a dynamic access strategy
with hybrid data replications. Experimental and analytical
results are presented in Sect. 6. Section 7 discusses the ap-
plicable spheres and potential further improvements of the
cost-intelligent data access scheme. Section 8 concludes the
paper.

2 Related work

Parallel file systems are widely used to exploit high degree
of I/O parallelism in data-intensive and high-performance
computing applications. However, poor data access perfor-
mance has been recognized as the system bottleneck. Nu-
merous research efforts have been devoted to improving I/O

performance through data access optimization and data or-
ganization techniques.

2.1 Data access optimization

In order to optimize data access for parallel I/O, a collec-
tion of advanced techniques, such as request arrangement,
caching and prefetching, have been proposed and developed.
These techniques are successful in reducing the overhead
on network or I/O servers during data accesses, and they
are usually implemented in parallel I/O libraries layer or file
server layer.

Request arrangement techniques, including data sieving
[5], two-phase I/O [6], collective I/O [5, 7, 8], Datatype I/O
[9] and List I/O [10], mainly focus on merging small and
non-contiguous data accesses into large and contiguous re-
quests, to reduce the I/O completion time. Data sieving [5]
arranges requests to access a single large contiguous chunk
containing small pieces of data from the first request to the
last request instead of accessing each portion separately.
Two-phase I/O [6] and collective I/O [5, 7, 8] in MPI-IO li-
braries ameliorate the performance penalties incurred when
directly mapping the distribution of data on file servers to
the distribution in processor memories, as a moderate num-
ber of concurrent accesses to an I/O server often get better
performance. Both Datatype I/O [9] and List I/O [10] pro-
vide ways for richer semantics of various non-contiguous or
structured data access patterns, to reduce the amount of I/O
requests and the overhead in network transmission.

Caching and prefetching can optimize the I/O perfor-
mance significantly because of locality and regularity of data
accesses. In parallel I/O systems, caching techniques usually
aim at storing data at a client side buffer in a collective way
[11–14], so that all I/O client processes can share data in
their memories among multiple nodes through the network.
Data prefetching techniques aim at fetching data in advance,
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and can be roughly classified into two categories: informed
and speculative. Informed data prefetching [15–18] obtains
data access patterns before data accessing, usually based
on I/O trace analysis, profiling or hints. While speculative
methods usually prefetch data aggressively based on runtime
analysis, and are more suitable for data accesses without ex-
plicit patterns [19–22].

2.2 Data organization

Research efforts on data organization mainly focus on phys-
ical data layout optimization [23–29] among multiple file
server nodes according to the I/O workloads of applications.
Since I/O requests usually fall into several patterns in paral-
lel applications, it is possible to re-organize the data layout
in the storage nodes to reduce disk head movement [30–32,
37, 38], thus improving the overall I/O performance. Data
partition [23, 24] and replication [26, 27, 33] techniques
are also commonly used to reduce disk head movements or
to increase I/O parallelism. For example, Zhang et al. [33]
proposed a data replication scheme to distribute I/O work-
loads on multiple replicas to improve the performance, so
that each I/O node only serves requests from one or a lim-
ited number of processes. Most parallel file systems, such
as Lustre [1], GPFS [2], PanFS [3], and PVFS2 [4], pro-
vide several data layout policies. A large number of data
layout optimization techniques are based on transcendental
I/O workload information, such as trace or profile analysis
[23, 24], to guide data partitioning across multiple disks or
storage nodes.

In parallel file systems, data is distributed among mul-
tiple storage servers to achieve a high degree of I/O paral-
lelism. Numerous research efforts have been devoted to data
access performance and cost analysis in parallel file systems.
Welch et al. [3] provided an analysis of the performance for
parallel file systems from several aspects, including I/O per-
formance, system recovery performance, and metadata op-
eration performance. Several other research work [34–36]
analyzed how file system performance can be affected by
many factors of workload such as the distribution of files,
I/O request sizes, and I/O access characteristics.

The proposed approach is different from existing work.
A new cost model to guide data layout optimization for par-
allel I/O systems is developed. In a previous work [29], anal-
ysis of the completion time of data access under different
data layouts was determined. The cost model in this paper
is an extension of the previous cost model. When an ap-
plication has dominant I/O patterns, it chooses an optimal
data layout for that application based on the overall access
cost analysis. When an application has mixed I/O workloads
without dominant patterns, a dynamic data access strategy
with hybrid data replications is proposed, which can auto-
matically perform I/O on one replica with the lowest cost
for each data access.

3 Cost analysis model

In this paper, the three typical data layout policies are con-
sidered: 1-DH, 1-DV, and 2-D. These layout policies are
supported by most parallel file systems, e.g. Lustre [1] and
PVFS2 [4]. What needs to be emphasized is that the data lay-
out here is process-oriented, rather than file-oriented. That is
to say, 1-DH layout means one client process accesses data
from all file servers, 1-DV means one client process accesses
data from one file server, and 2-D means one client process
accesses data from a subset of all file servers.

Different layout policies in parallel I/O systems lead to
different interactive behaviors, and thus introduce different
data access costs. In order to analyze data access cost in par-
allel file systems, the interactions between I/O clients and
file servers must be understood. The cost is defined as the
completion time of each data access, and it mainly consists
of two parts: the time spent on the network transmission (de-
noted as Tnetwork) and the time spent on the local I/O oper-
ations of storage nodes (denoted as Tstorage). Generally, the
time spent on network, Tnetwork, consists of Te and Tx . The
former is the time spent on establishing the network connec-
tion and preparing for data transmission, and the latter is the
time spent on transferring the data. The storage cost Tstorage

consists of Ts , the startup time, and Trw , the time spent on
actual data read/write. Thus the data access cost can be rep-
resented as follows.

T = Tnetwork + Tstorage

= (Te + Tx) + (Ts + Trw) (1)

Network establish time and storage node startup time are
independent from data size, while the transmission time and
read/write time are proportional to the data size. To make
the model simple and effective, it is assumed that there are
no overlaps between I/O clients and file servers. This im-
plies that every data access involves network transmission.
Also only contiguous I/O requests are considered, and non-
contiguous requests, e.g. list I/O, could be regarded as a set
of contiguous data accesses. Table 1 lists all the parameters

Table 1 Parameters in cost analysis model

Parameters Description

p Number of I/O client processes.

n Number of storage nodes (file servers).

m Number of processes on one I/O client node.

s Data size of one access.

e Cost of single network connection establishing.

v Network transmission cost of one unit of data.

α Start up time of one disk I/O operation.

β Cost of reading/writing one unit of data.

g Number of storage groups in 2-D layout.
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Table 2 Cost formulas for three layout policies

Layout Type Condition Network Cost Tnetwork Storage Cost Tstorage

Establish Te Transmission Tx Startup Ts I/O Trw
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considered in this model. The complete cost formulas cover-
ing all situations are listed in Table 2. The detailed analysis
of data access cost can be found in literature [29].

The cost formulas shown in Table 2 provide a detailed
analysis of completion time for data accesses under differ-
ent data layouts. From the cost model, it is easy to cal-
culate which layout gets the lowest completion time for a
given data access pattern. Although there are several vari-
ables among the model parameters, for most applications,
the runtime variables such as m, p and n are fixed for each
run. In general, for a given system, e, v, α and β can be
regarded as constants. The network transmission time and
read/write time on storage nodes are proportional to data
size, while I/O startup time with sequential data accesses
is smaller than that of random data read/write.

4 Layout optimization based on overall I/O cost

The proposed cost model could be used to estimate data ac-
cess time for each I/O request under different data layouts
in parallel file systems. However, as mentioned in Sect. 1,
one application may have different kinds of data accesses.
Because different I/O requests require different layouts for
optimal I/O performance, and it is not easy to identify which
layout is best for the application. A layout optimization
strategy based on the overall data access cost is proposed.
Since calculating I/O cost for each request by the model is
possible, given that there is a prior knowledge of data ac-
cesses for the application, it is not difficult to calculate the
overall cost, by summing the cost of all I/O requests. A lot
of data-intensive applications have regular data access pat-
terns, and the I/O behavior can be learned from previous

runs. For example, numerous tools were developed to trace
I/O requests for applications [18, 39]. By calculating the I/O
cost for each data access and summing them together, the
overall cost for all data accesses in different layout policies
is found. The following formula shows how to calculate the
overall data access cost for an application.

T C =
n∑

i=1

Ti

=
n∑

i=1

((Tei + Txi) + (Tsi + Trwi))

By comparing these overall costs under three data lay-
outs, it is possible to determine the optimal data layout
which leads to the lowest cost for that application.

T Coptimal = MIN{T C1−DH ,T C1−DV ,T C2-D}
Figure 3 shows the procedure for a layout optimization

strategy based on overall data access analysis. The proce-
dure consists of two steps. The first step is to estimate system
parameters of a given parallel file system. In this implemen-
tation, a pre-estimation phase was used to calculate the value
of these parameters. We use one file server in the parallel
file system to test α and β , and use a pair of nodes (one I/O
client and one file server) to estimate network parameters, e

and v. By measuring the parameters with different request
sizes and repeating each case with multiple runs(the number
is configurable), the averages can be obtained and substi-
tuted for the parameter values. The next step is to compute
the overall access cost with the parameters obtained from
the first step. In this step, I/O traces are used as input to sum
the access cost for every I/O request one by one for the three
data layouts. As mentioned above, the data layout that has
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Fig. 3 Layout optimization based on overall access cost

the minimum access cost is the optimal data organization
for that application.

Data-intensive applications usually involve a large num-
ber of I/O requests with different request size and concur-
rency, and there is no single layout that benefits all I/O
requests. The aforementioned overall cost analysis simpli-
fies layout selection for these applications. It is important to
point out that three layout policies (1-DV, 1-DH, and 2-D)
are defined based on the distribution of data accesses by each
process. In cases where each I/O client process reads/writes
an independent file, it is natural to place different files with
different layout policies. However, in cases where all pro-
cesses access a shared file, different data layout policies can
be defined in terms of different stripe sizes: a large stripe
size that lets each process read/write data from a single file
server, which is similar to 1-DV layout manner; a small
stripe size that lets each I/O process be served by all file
servers in parallel, which is similar to 1-DH data layout;
and a medium stripe size can be regarded as a 2-D layout
manner, where each data access only involves a subset of
all storage nodes. Therefore, application features and spe-
cific I/O scenarios should be considered when applying this
layout optimization approach.

5 Dynamic access with hybrid data replication

5.1 Hybrid data replication strategy

The overall access cost analysis is practical for data layout
optimization in data-intensive applications, especially those
with dominant I/O patterns. For example, if an application
has a large number of concurrent I/O processes, 1-DV lay-
out is the best; where 1-DH layout is more applicable for the
cases with less number of concurrent I/O processes and large
requests. However, in some applications, there are mixed I/O
workloads with various data access patterns, and there is no
dominant patterns. Moreover, the difference of the overall
access costs with different layouts might be insignificant. It
is not easy to determine which policy is the best as the over-
all access cost analysis is not applicable. For example, dur-
ing one run of an application, there might be a small num-
ber of concurrent I/O requests at one moment, or a burst of
I/O requests at another moment. In addition, the request size
could be large or small at different moments. This variation
makes it impossible for a static data layout policy to serve all
data accesses in the most efficient way. Therefore, a dynamic
access strategy with ‘hybrid’ data replication is proposed to
optimize layout for the above application scenarios.

Hybrid data replication means that each file has multiple
copies with different data layout policies in the parallel file
system, i.e. one replica in 1-DH layout, another in 1-DV lay-
out, and the third replica in 2-D layout. For each data access,
we first calculate the costs under these replicas, and then se-
lect one replica with the lowest access cost. Therefore, the
dynamic data access strategy is a fine-grained optimization,
which improves I/O performance with layout selection for
every data access: different accesses could be mapped to
different data copies independently, and all accesses could
be optimally improved. Since each data access is assigned
to the best-fit replica, the dynamic data access strategy with
hybrid data replication can serve all kinds of I/O workloads
with high performance. It significantly improves I/O perfor-
mance for data-intensive applications.

Figure 4 shows an example of the hybrid replication strat-
egy. In this example, there are four files stored in four stor-
age nodes. Each file has three replications in 1-DV, 1-DH,
and 2-D data layout respectively. Each data access will be
directed to one replica with the lowest access cost, to im-
prove the performance for every access, and thus improve
overall performance. Generally, data read is simple, but data
write is more complicated because the data must be consis-
tent among the multiple copies. There are a couple of pos-
sible solutions to handle write operations. In this design and
implementation, the data is first written to one replica with
the lowest cost, and lazy strategies [40] are applied to syn-
chronize data to the other replicas. Hence, for write opera-
tions, only data access cost on the optimal replica is counted,
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Fig. 4 The hybrid data replication scheme

and the cost of lazy data synchronization is considered as a
background operation.

Similarly, application features must be considered for the
hybrid data replication approach. When each I/O process ac-
cesses an independent file, it is easy to adopt different lay-
out policies for different data replicas. However, when all
I/O clients access a shared file, different layout can be de-
fined in terms of different stripe size. As mentioned in the
previous section, a large stripe size that lets each I/O pro-
cess be served by one I/O server is similar to the 1-DV lay-
out. A small stripe size that lets each I/O process be served
by all I/O servers in parallel is similar to the 1-DH layout.
A medium stripe size is similar to the 2-D layout.

A prototype of these cost calculations and layout selec-
tion procedures is implemented in the MPI-IO libraries. The
hybrid data replication is transparent to the users. The users
can run their programs without any modifications. This pro-
totype can perform cost calculation and layout selection au-
tomatically. Below are some modifications to the MPI-IO
libraries.

File open: for each file open function, all the copies are
opened.

File read: for each data read function, calculate access
costs for all data copies, and then select one copy with the
lowest cost to read data.

File write: for each data write, synchronize related data
blocks, and then perform I/O on one copy with the low-
est cost to perform write. Then add the write requests of
other copies to a lazy synchronization queue.

File close: synchronize data for all copies and close all of
them.

For data writes, all lazy write requests are put to a request
queue right after writing to the optimal replica. A dedicated

data synchronization thread is implemented in the client side
library to perform these lazy write requests in the queue. Be-
cause data synchronization is a background operation, each
data write function can return right after putting the lazy
write request into the queue.

Admittedly, the hybrid data replication strategy needs
more storage space. This is a trade-off between data access
performance and storage capacity. With the ever-increasing
disk capacities and ever-increasing performance gap be-
tween CPU and disk, the trade-off should be increasingly
important for some performance-crucial and data-intensive
applications. This hybrid strategy provides a good alterna-
tive to existing strategies.

6 Experimental evaluation

6.1 Experimental platform

The experiments were conducted on a 65-node Sun Fire
Linux-based cluster, including one head node and 64 com-
puting nodes. The head node Sun Fire X4240 is equipped
with dual 2.7 GHz Opteron quad-core processors, 8 GB
memory, and 12 500 GB 7200 RPM SATA-II drives config-
ured as RAID5 disk array. The hardware and software con-
figuration of the computing nodes are shown in Table 3. In
the Ethernet environment, all 64 computing nodes were em-
ployed, of which 16 nodes work as file servers and the other
48 nodes work as I/O client nodes. In the InfiniBand test-
ing, PVFS2 was configured with 8 file servers, and the rest 8
nodes served as I/O clients. The head node is used for man-
agement, and there was no overlap between file servers and
I/O client nodes in either environment.
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Table 3 Node information of experiment platform

CPU 2.3 GH Quad-Core AMD Opteron ∗ 2

Memory 8 GB

Storage SATA II 250 GB, 7200 RPM

Network Gigabit Ethernet (additional 4X IB for 16 nodes)

OS Ubuntu 4.3.3-5, Linux kernel 2.6.28.10

PVFS2 PVFS2 version 2.8.1

The experiments consisted of three parts. The first part
was to verify the data access cost model, including parame-
ter estimation and model accuracy verification. The second
part was to use the I/O cost formulas to optimize the data
layout based on overall access cost. The third part was to
verify the efficiency of the hybrid data replication strategy.
The widely-used parallel file system benchmark IOR and
MPI-TILE-IO to test the I/O performance were used. IOR
is a benchmark program used to test random and sequential
I/O performance of parallel file systems. MPI-TILE-IO is a
benchmark that tests the performance of MPI-IO for non-
contiguous access workload. PVFS2 can work with both
MPI-IO and POSIX interfaces, and the former was tested in
the experiments. Unless otherwise specified, in all our test-
ing, 1-DV means that each file was placed in one storage
node; 1-DH means each file was striped across all storage
nodes; and 2-D means each file was striped on 2 storage
nodes.

6.2 Model verification

First we conducted experiments to get the approximations
of e, v, α, and β of the cost model in our experimental plat-
form. In order to get disk startup time and read/write rate,
we employed one storage node to test α and β . We also em-
ployed a pair of nodes to estimate network parameters, e and
v, in both Ethernet and InfiniBand environments. We per-
formed experiments with different request sizes and repeat
these tests thousands of times for both random and sequen-
tial I/O patterns. We got the parameter values by calculat-
ing the average values. For disk startup time, we measured
different startup times on storage nodes for sequential and
random data accesses, respectively. The values of the pa-
rameters are listed in Table 4.

Next, we conducted experiments to verify the model’s
ability to select the layout policy with the lowest data ac-
cess cost. In this set of experiments, we ran a large number
of cases, and all data access patterns were tested in three
data layout policies with different request sizes and process
numbers. Table 5 shows the statistical results of the model
accuracy. We used the cost model to estimate the I/O perfor-
mance, to choose the layout policy with the lowest data ac-
cess cost. We compared this chosen layout policy with actual
test results. If the chosen data layout actually produced the

Table 4 Parameter values of the experimental platform

Parameters Ethernet InfiniBand

e 0.0003 sec 0.0002 sec

v
1

120 MB

1

1000 MB

α 0.0003 sec (rand), 0.0001 sec (sequent)

β
1

120 MB

Table 5 Statistics of model estimation with different interconnections

Interconnection Access
Type

Total Case
Count

Correct
Count

Correct
Rate

Ethernet Random 4200 3821 90.98%

Sequential 4200 3702 88.14%

InfiniBand Random 2200 1867 84.86%

Sequential 2200 1763 80.14%

best performance, the estimation was marked as ‘Correct’.
As can be seen from Table 5, the cost model performs well:
the correct rate is around 80% to 85% in the InfiniBand envi-
ronment, and even higher with the Ethernet interconnection.
The results indicate that the cost model can select the opti-
mal layout policy with the highest I/O performance for most
data access patterns. The cost model is effective to identify
the best layout policy for data-intensive applications.

Figure 5 shows the distribution of which layout policies
can get the best I/O performance for different data access
patterns. The results were collected in both Ethernet and In-
finiBand environments. In this set of experiments, we tested
sequential data access patterns, and varied the request size
and the number of concurrent I/O processes. For each data
access pattern, we measured the I/O bandwidth under three
data layout policies, and then compared their performances.
We only plotted the layout policy with the highest I/O band-
width for each access pattern. We also estimated the highest
performance via the proposed cost model and marked with
different colors. From the figure we can observe that in most
cases the highest performance through measurement is the
same as the estimation of the cost model. The results show
that the accuracy of the cost model is very high. We can
also observe that when the request size is very small, the 1-
DV layout policy can get the highest I/O bandwidth, which
is because the network communication overhead dominated
the performance. When the number of concurrent I/O pro-
cesses is very high, the 1-DV can get the best performance,
which is because the 1-DV layout can reduce the contention
in storage nodes. When the number of concurrent processes
is small and the request size is large, the 1-DH can get the
best bandwidth, as data access can benefit from parallel pro-
cessing and large data block read/write. When the number
of concurrent I/O processes is medium and the request size
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Fig. 5 I/O performance comparison among the three data layout poli-
cies. In this set of experiments, we adopted sequential data access pat-
terns. We varied the number of MPI processes and the request size.
For each data access pattern, we tested the I/O bandwidth for all three

layout policies and then compared their performances. We plotted the
layout policy with the actual highest I/O bandwidth for each access
pattern. We also use different colors to represent the best performance
estimated by the proposed cost model

is not too small, the 2-D layout can get the best I/O perfor-
mance. The results confirmed the results of previous analy-
sis of our cost model.

From all the experimental results shown above, we can
conclude that, the proposed model can effectively predict
the access cost for all data access patterns. Although there is
a small deviation in performance between the actual test-
ing and the model estimation, the accuracy of selecting
the layout policy with the best performance is as high as
80% ∼ 91% among the three layout policies. Therefore, the
proposed cost model can make accurate estimation on the
performance of complex I/O workloads.

6.3 Layout optimization according to the overall access
cost

For complex applications with mixed I/O workloads, we
propose an overall access cost analysis approach to select
the best data layout. We conducted experiments to evalu-
ate layout optimization based on overall cost analysis. We
designed 10 different application scenarios with mixed I/O
workloads of IOR and MPI-TILE-IO benchmarks. Each sce-
nario consisted of 6 to 10 IOR or MPI-TILE-IO instances
with different access patterns by modifying the runtime pa-
rameters, e.g. request size and the number of concurrent I/O
processes. We ran these instances one by one to simulate
different access patterns at different times for each scenario.
We measured the average I/O bandwidth for both sequential
and random I/O workloads in three different layouts respec-
tively. We also measured the I/O bandwidth in optimized
layout by overall cost analysis for all scenarios.

Figure 6 shows the comparison results of I/O perfor-
mance for different data layouts. We used the I/O band-
width of 1-DH as the baseline, and compared the bandwidth
achieved in other layouts to it. From the results we can ob-
serve that the proposed layout optimization based on overall
cost analysis can achieve up to 57% performance improve-
ment in the Ethernet environment and up to 35% improve-
ment in the InfiniBand Environment. Therefore, the pro-
posed overall cost analysis approach can significantly im-
prove I/O performance for data-intensive applications. The
improvement of I/O performance with an Ethernet intercon-
nection is higher than that with an InfiniBand connection.
The reason may be that the accuracy of the proposed cost
model is higher in an Ethernet environment, as shown in Ta-
ble 5.

6.4 Dynamic data access with hybrid replications

We designed experiments to measure the efficiency of dy-
namic data access with hybrid replications. We ran two sets
of mixed workloads. For each of them, we ran a set of IOR
or MPI-TILE-IO instances one by one with different run-
time parameters, to simulate different data access patterns at
different moments.

In IOR tests, we varied the process number and request
size in different data layout policies. The process numbers
were 1, 2, 4, 8, 16, 32, 48, 96 in the Ethernet tests and 1,
2, 4, 8, 16, 32, 64 in the InfiniBand tests, respectively. The
request sizes were 4 KB, 8 KB, 16 KB, 32 KB, 64 KB,
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Fig. 6 Performance improvement of overall cost analysis approach
(mixed IOR and MPI-TILE-IO workloads). We use the performance
with 1-DH layout as baseline, and compare the performance of other

layout manners with it. Label ‘Cost’ refers to the optimized layout
according to overall access cost

128 KB, 256 KB, 512 KB, 1 MB, 2 MB, and 4 MB, re-
spectively. We configured one independent file with size of
64 MB for each process. We measured the performance of
random and sequential access patterns in 1-DV, 1-DH, and
2-D layout policies. We also compared them with the cost-
intelligent dynamic replication selection strategy. We set
these layout policies to different directories in PVFS2 sys-
tem. Since in each test the processes first wrote the files and
then read them back, the cost-intelligent policy first chose
which directory to access based on the cost estimation, and
then wrote/read files in that directory. Figure 7 shows the
results of the IOR workloads, where the vertical axis repre-
sents the comparative performance improvement with 1-DH
layout policy. Here the performance is represented by the
average I/O bandwidth, which is calculated by the total data
size divided by the total running time. As shown in Fig. 7,
the proposed cost-intelligent layout policy can get the best
performance with both Ethernet and InfiniBand interconnec-
tions. The performance improvement is around 20 ∼ 74%
compared with the other three data layout policies. Similar
to the results in Fig. 6, the improvement with the Ethernet
interconnection is higher than that with the InfiniBand con-
nection.

In MPI-TILE-IO tests, we varied the tile size (corre-
sponding to the request size) and the number of I/O pro-
cesses. The tile sizes were 1024 ∗ 1024 Bytes, 1024 ∗ 2048
Bytes, 2048 ∗ 2048 Bytes, and the numbers of I/O process
were 4, 16, 64, 128, and 256, respectively. Since MPI-TILE-
IO benchmark reads only one shared file, we simply striped
the file across all file servers, and made 3 copies with dif-
ferent stripe sizes for different replicas. The stripe sizes
were 16 KB, 256 KB, and 4 MB, respectively. We mea-
sured the performance of collective I/O and non-collective
I/O on each replica respectively, and then compared them
with cost-intelligent policy. Here the cost-intelligent policy
chooses one replica to read based on the data access cost

Fig. 7 Performance improvement compared to 1-DH (IOR bench-
mark). For each case, we compare the performance of other layout
manners with 1-DH layout manner. The performance improvements
are evaluated on the basis of 1-DH layout manner. Label ‘Cost’ refers
to the cost-intelligent dynamic replication selection strategy

estimation. According to the analysis in Sect. 5, if the cho-
sen layout was 1-DH, it would access the replica with stripe
size of 16 KB; if the chosen layout policy was 1-DV, then it
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Fig. 8 Performance improvement compared to 16 KB stripe size
(MPI-TILE-IO benchmark). In this set of experiments, stripe sizes
were 16 KB, 256 KB, and 4 MB. Based on the request size of data
access, the different stripe sizes can be thought of as 1-DH, 2-D, and
1-DV layout manners, respectively. For each case, we compare the per-
formance of the other layout manners with 16 KB stripe size layout
manner. The performance improvements are evaluated on the basis of
16 KB stripe layout manner. Label ‘Cost’ refers to the cost-intelligent
dynamic replication selection strategy

would access 4 MB replica; and the replica with stripe size
of 256 KB could be regarded as a 2-D layout manner. Fig-
ure 8 shows the results, in which the vertical axis represents
the comparative performance improvement with the layout
policy with 4 KB stripe size. The performance improvement
of dynamic data access with hybrid replication strategy is
around 13 ∼ 23% compared with other static layout poli-
cies.

For both configurations of mixed IOR workloads and
MPI-TILE-IO workloads, the hybrid data replication scheme
can achieve significant performance improvement compared
with any single static data layout policy. Therefore, the cost-
intelligent dynamic replication selection strategy is effective
for mixed I/O workloads. The results show a great potential
of trading underutilized storage for higher I/O performance.

7 Discussion

As described in previous paragraphs, the cost-intelligent
data layout includes two approaches: layout optimization
based on overall access cost analysis and dynamic data ac-
cess with hybrid data replication. The former approach pro-
vides a quantitative method to select an optimal layout by
summarizing all data accesses, while the hybrid data replica-
tion strategy improves the performance of all data accesses
by sacrificing more storage capacity. The effectiveness of
the proposed cost-intelligent data layout optimization relies
on the accuracy of the cost model. When an application has
a dominant data access pattern, the cost model alone should
work well. When an application has more than one perfor-
mance sensitive data access pattern, layout optimization by
overall cost analysis or the hybrid data layout mechanism
becomes a good companion to support the cost model.

To be effective, the cost-model needs to be simple and
accurate, whereas the accuracy is in the sense of relative
performance comparison, not the absolute bandwidth. To
serve this purpose, only the overhead incurred on network
and storage device are considered, and software overhead,
such as the time spent on I/O client and file server software,
is ignored. Also, this does not consider the impact of cache,
buffer and lock contention during data access, or the poten-
tial TCP Incast [41–43] problem on the performance. Focus
was placed on key parameters, such as latency, transmission
time, and number of storage nodes, etc. Analytical and ex-
perimental results show that this was a good design choice.
The cost model is confirmed to be feasible and able to serve
its purpose.

The proposed hybrid replication strategy optimizes every
data access for a data-intensive application. Therefore it gen-
erates even higher performance improvement than the over-
all access cost analysis approach. With the rapid develop-
ment of storage technology, the capacity of hard disk drives
keeps increasing rapidly, and the price reduces steadily.
The proposed hybrid data replication optimization trades the
available storage capacity for better I/O performance, and
makes sense for performance-critical applications. While
how to handle data consistency for writing in the hybrid lay-
out approach is discussed, the hybrid approach is designed
for read intensive applications. It is a good alternative for
certain applications, not a solution designed for all. In a
nutshell, the cost-intelligent hybrid data layout scheme pro-
posed in this study is designed to tune data layout automati-
cally in order to utilize existing parallel file systems.

8 Conclusion

Parallel file systems have been developed in recent years
to ease the I/O bottleneck for data-intensive applications.



Cluster Comput

Extensive research efforts have been devoted to improving
I/O performance, either by better arrangement of data ac-
cesses in parallel I/O library, or by better organization of
data blocks on file servers. Nevertheless, little has been done
for a better integration of application-specific data access
characteristics and file system data layout. In this paper,
a novel cost-intelligent data layout optimization scheme is
proposed for data-intensive applications. The application-
specific layout approach has made a three-fold achievement.
It derives a data access model to estimate I/O cost for paral-
lel file systems. We then use the model to analyze the overall
I/O cost of different data layouts and to choose an optimal
layout for a given application. Finally, we propose a hybrid
data replication strategy for mixed I/O workloads, in which
each file has multiple replications with different data layouts
and each I/O request can be automatically dispatched to one
replica with the least access cost to exploit the full potential
of parallel I/O systems.

We have conducted experimental testing under the MPI
program environment and PVFS2 file system to verify the
proposed layout scheme. The results demonstrate that the
cost model is accurate and effective: the improvement in
I/O performance is up to 57% by overall access cost analy-
sis, and the hybrid replication strategy can achieve 13∼74%
improvement of I/O bandwidth compared to a single fixed
layout policy. In summary, the proposed cost-intelligent
application-specific data layout optimization is proved to
be able to provide satisfactory improvement of I/O per-
formance, especially for applications with various data ac-
cess patterns. The overall I/O cost analysis approach pro-
vides a quantitative method to achieve I/O performance im-
provement by summarizing all data access, while the hybrid
replication strategy trades the available storage capacity for
the critical data access I/O performance. As is illustrated
through this study, increasing the parallelism alone is not
sufficient to improve the performance of parallel file sys-
tems. The trade-off between storage capacity and I/O per-
formance, as proposed by the hybrid replication strategy, is
a ‘must have’ feature for future high-performance file sys-
tems.

While this research has proposed and verified this design,
it has also revealed more research issues. The cost model
proposed in this study is designed for one application only.
In principle, it should be extensible to multiple applications.
However, the difficulty of the extension is in the separation
and identification of the data access patterns of different ap-
plications, and the interference between them. Further study
on cost-intelligent data layout scheme for multiple applica-
tions is required in the future.
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