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INTRODUCTION
The multiradio multichannel (MR-MC) net-
working mode [1, 2] underpins the next-genera-
tion wireless networks, represented by wireless
mesh networks based on the IEEE 802.16 stan-
dard, fourth-generation (4G) cellular networks
based on the Long Term Evolution (LTE) stan-
dard, and cognitive radio networks based on
dynamic spectrum sharing. Such a networking
model can significantly increase network capaci-
ty by simultaneously exploiting multiple non-
overlapping channels through different radio
interfaces and mitigating interference through
proper channel assignment.

A full exploration of the MR-MC wireless
network capacity incurs challenging cooperative
networking issues from different aspects.

Transmission cooperation: One of the funda-
mental issues in wireless networks is the interfer-
ence among co-channel simultaneous
transmissions. The communication links over the
whole network should be properly coordinated
to resolve interference and thus efficiently serve
all the network flows.

Resource allocation cooperation: In the MR-
MC context, the extra radio interfaces and channels
bring more transmission opportunities. The channel
assignment over each radio interface and the trans-
mission scheduling should be synergistic with each
other to fully exploit the network capacity.

Cross-layer protocol cooperation: In an MR-
MC network, the routing protocol in the network
layer also interacts with the lower-layer resource
allocation. On one side, the lower-layer resource
allocation determines the link status and thus
impacts the network-layer path selection. On the
other side, the routing protocol determines the
traffic flows over each link which in turn impact
the lower-layer resource allocation. Such a cou-
pling scenario requires a joint cross-layer opti-
mization to achieve the maximum capacity.

The cooperative networking perspectives
indicate that maximizing MR-MC network
capacity requires cross-layer optimization in a
multidimensional resource space, with dimensions
defined by radio interfaces, links, and channels.
However, the optimal multidimensional resource
allocation in MR-MC networks by nature leads
to a mixed integer programming problem (which
is NP-hard), involving binary variables to
describe channel assignment over each radio
interface [1, 3]. Due to such inherent difficulty,
the state of the art of MR-MC networks has
been constrained to either adopting linear pro-
gramming (or convex optimization in general)
relaxation to obtain an upper bound of the net-
work capacity [1, 3, 4] or developing heuristic
resource allocation methods [1, 5, 6] to obtain a
lower bound; thus, the capacity of MR-MC net-
works has been seriously underexplored.

In this article, we present a theoretical frame-
work in the linear programming (LP) domain to
guide the resource allocation for optimal coop-
erative networking in the MR-MC wireless net-
works. Our inspiration comes from the
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experience that the network/link cross-layer opti-
mization in the single-radio single-channel (SR-
SC) context can be formulated as an LP
multi-commodity flow (MCF) problem, aug-
mented with constraints derived from the link
conflict graph [7]. The conflict graph tool, how-
ever, did not achieve similar success in MR-MC
networks, mainly because the link conflict graph
is not sufficient in describing the extra conflicts
in competing for radio interfaces and channels.
To fill the gap, we thus develop a generic multi-
dimensional conflict graph (MDCG) for MR-
MC networks in [8]. Each vertex in the MDCG
represents a link-radio-channel tuple (LRC-
tuple), a basic resource point in the multidimen-
sional space. In this article, our focus is to
demonstrate a theoretical framework based on
the MDCG, which can guide the resource alloca-
tion for optimal cooperative networking.

The MDCG enables a theoretical framework
to address two complementary resource allocation
issues in MR-MC wireless networks. One is opti-
mal network dimensioning, where the MCF formu-
lation augmented with MDCG constraints can
jointly solve the optimal scheduling and channel
assignment at the link layer, and the optimal rout-
ing at the network layer. The other is throughput-
optimal network control [9, 10], which adaptively
adjusts the resource allocation to maintain the
network stable along with the dynamics of traffic
and network status. While both of the optimal
resource allocation issues incur computing prob-
lems that are NP-hard in general, the MDCG-
based framework can give simple polynomial
algorithms with guaranteed capacity region. In
particular, according to the MDCG concept we
can transform a MR-MC network into an equiva-
lent LRC-tuple-based network, which significantly
facilitates the study of distributed scheduling algo-
rithms for throughput-optimal control. Distributed
scheduling is of special importance to cooperative
networking, by which nodes in a local neighbor-
hood could cooperate with each other to deter-
mine their channel assignment and transmission
scheduling, with the aggregate behavior leading to
optimal network capacity.

MULTIRADIO MULTICHANNEL
NETWORKING MODEL

The wireless network is viewed as a directed
graph G(V, L) with node set V and link set L.
Each node has a communication range and a
potentially larger interference range. There is a
directed link from node u to node v if v is within
the communication range of u. We use luv or (u,
v) to denote a link from node u to node v. The
whole spectrum available to the network is divid-
ed into C frequency channels. We assume the
same communication range and interference
range over all channels. Let Mv denote the num-
ber of radio interfaces available at node v. At
any given time an interface can only tune to one
channel, but it can switch channels dynamically
at different time. Considering the channel diver-
sity [2], we use wl(c) to denote the capacity of
link l when transmitting data on channel c.

The interference in the wireless network can
be defined according to a protocol interference

model or a physical interference model [11]. With
the protocol interference model, the conflict
relationship between two links is determined by
the specified interference range. The protocol
interference model is adopted by most of the
existing work, by which the interference over a
network can be abstracted into a conflict graph.
We also focus on the protocol interference
model in this article.

MULTIDIMENSIONAL CONFLICT GRAPH

We interpret the MR-MC networks as a multi-
dimensional resource space over the dimensions
of link, radio, and channel. The MDCG is to
describe the conflict relationships among the
resource points, each represented as a link-
radio-channel tuple. Specifically, an LRC tuple p
is defined in the format: 

Link-radio-channel tuple: [(u, υ), (xυ, xυ), c].

The tuple indicates that the link (u, υ) operates
on channel c, using radios xu and xυ at nodes u
and υ, respectively. According to the LRC tuple
definition, we can systematically list all the possi-
ble resource allocations to enable a communica-
tion link, that is, a link (u, υ) can be mapped to
Mu × Mυ × C LRC tuples in the MDCG.

There are two types of conflict relationships
among LRC tuples in the MDCG. One is interfer-
ence conflict indicating that co-channel transmis-
sions (geometrically separated) conflict with each
other within the interference range. The other is
radio conflict indicating that multiple transmis-
sions (possibly over different channels) contend
for the same radio. Note that the radio conflict is
the special issue induced by the MR-MC net-
working. There is no explicit radio conflict in an
SR-SC network, where a radio contention could
be equivalent to a co-channel conflict within the
interference range. Readers may refer to [8] for
details on how to systematically find all the con-
flict relations among the LRC tuples.

We use an example to illustrate the MDCG
based on the conflict relationship among LRC
tuples, as shown in Fig. 1. The left side of Fig. 1
shows a small network consisting of two direction-
al links, where node A has two radio interfaces,
and nodes B and C each have one radio. There
are 2 available channels. Thus, both links (A, B)
and (A, C) can be mapped to 2 × 1 × 2 = 4 LRC
tuples, respectively. For instance, the tuple [(A,
B), (1, 1), 1] indicates that the transmission from
node A to node B uses the radio interface 1 at
node A and the one available radio interface at
node B, and both radio interfaces tune to channel
1. Given the tuples, all possible interference/inter-
face conflict relations among them can then be
identified according to the interference conflicts
or the radio conflicts to form the MDCG, as
shown in the right side of Fig. 1.

OPTIMAL NETWORK DIMENSIONING

A multi-commodity flow formulation augmented
with MDCG constraints can compute the opti-
mal network dimensioning of an MR-MC net-
work, with the assumption of a time-slotted
system. Since all the resource allocation issues
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including transmission scheduling, channel
assignment, and routing are coupled with each
other, we also use “scheduling” to generally rep-
resent all the resource allocation issues when the
context is clear. Consider that each commodity is
associated with a source node and a destination
node. The traffic rates of all the commodity
flows constitute a rate vector. A rate vector is
termed feasible if a scheduling can be computed
to achieve the given rates. All the feasible rate
vectors constitute the capacity region. The opera-
tion of optimal network dimensioning is to com-
pute the optimal scheduling to achieve the
maximum throughput/utility over the capacity
region. We would like to emphasize that the
optimal MCF dimensioning results represent the
maximum achievable capacity of a cooperative
networking solution.

WIRELESS MCF FORMULATION
Let (ν, η) denote a source/destination pair over a
multihop wireless network, and fνη(u, υ) denote
the flow associated with commodity (ν, η) that
traverses the link (u, υ). The MCF problem can
be formulated as a linear optimization or convex
optimization problem, depending on how the
objective function regarding fνη(u, υ) is selected.
Here we generally discuss the capacity region
issue without assuming a specific objective func-
tion. The capacity region of the MCF problem
consists of all the feasible flow vectors defined by
the constraints of the optimization problem. The
constraints can be classified into two categories:
the basic network flow constraints and the conflict
graph constraints resolving the interference.

The basic network flow constraints mainly
include the constraints of flow conservation con-
straint that at every node the amount of incoming
traffic equals the amount of outgoing traffic, non-
negativity constraint that the amount of flow alloca-
tion should be nonnegative, and link capacity
constraint that the total amount of flow on a link
cannot exceed the link capacity. The conflict graph
constraint is normally expressed as a maximal

independent set (MIS) based scheduling to coor-
dinate the transmissions over the network. Note
that an MIS over the conflict graph indicates a
maximal set of links (or LRC tuples in the context
of MDCG) that can transmit simultaneously with-
out interference. The optimal resource allocation
associated with the maximum MCF capacity is
jointly represented as an optimal scheduling that
all the maximal independent sets take turns in
grabbing the channel for data transmission, with
the transmission time for each set in a scheduling
period determined by the MCF solution.

MDCG-BASED OPTIMAL DIMENSIONING

In an MR-MC wireless network, if the MISs are
constructed over the MDCG, the MIS based
optimal scheduling can indicate the joint optimal
solution of all coupled resource allocation issues.
For example, consider a flow from A to C in the
network illustrated in Fig. 1. If the tuple-based
MISs {[(A, B), (1, 1), 1]; [(B, C), (2, 1), 2]} are
scheduled at a slot, we can tell: links AB and BC
are scheduled, which give a route for the flow A
to C; the two links work on channel 1 and 2,
respectively, with the radio allocation at each
node also indicated. In a practical topology with
multiple flows, a scheduling may involve many
tuple-based MISs taking turns for transmission.

Another important advantage of MIS-based
scheduling is the capability of exploiting dynamic
channel swapping for higher capacity. A link is
associated with multiple LRC tuples on different
channels, and these tuples could be activated in
different slots under the MIS-based scheduling,
generating the effect of dynamic channel swapping
over the transmission link. Consider the example
given in Fig. 1 again. A scheduling may alternate
transmissions between two MISs, {[(A, B), (1, 1),
1]; [(B, C), (2, 1), 2]} and {[(A, B), (1, 1), 2];[(B,
C), (2, 1), 1]}. Such a scheduling shows that link
(A, B) swap channels from channel 1 to channel 2
dynamically in different slots, and link (B, C) also
swaps its channel allocation correspondingly.
Dynamic channel swapping is of particular impor-
tance where there is fairness requirement. Given
the channel assignment of the links within the
interference range of a tagged link, we could see
that the tagged link transmission will fairly impact
the transmissions over other links through dynam-
ic channel swapping, whereas with a static chan-
nel allocation it will always unfavorably impact
those links on the same channel. Note that the
existing heuristic resource allocation algorithm for
MR-MC networks only supports static channel
allocation [1]. Dynamic channel swapping is a
good example to show that the MDCG-based
MCF solution could leverage the cooperative net-
working for improved performance. In the “Per-
formance Evaluation” section, we present more
numerical results to further demonstrate the ben-
efit of dynamic channel swapping.

It is noteworthy that the MDCG-based MCF
solution can also seamlessly incorporate the
channel diversity that the link capacity might
depend on channels; the tuples scheduled in the
optimization solution will always pick the best
available channels to achieve the maximum net-
work capacity. Without MDCG, it is not easy to
exploit the channel diversity in scheduling [2].

Figure 1. An illustration of MDCG construction.
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COMPUTATION COMPLEXITY AND
APPROXIMATION ALGORITHMS

A classic challenge to the MIS-based MCF comput-
ing is that searching all the MISs is NP-hard in gen-
eral [27, 42]. In an MDCG incurred by the MR-MC
networks, the complexity will be further exaggerat-
ed. A random algorithm for MIS search is pro-
posed in [7] and widely adopted in the literature,
but it could not give a guaranteed capacity region.

In [8], we theoretically show that in fact only
a small set of MISs, termed the critical MIS set
(c-MISset), will be scheduled in the optimal
resource allocation, although exponentially many
MISs are possible in a conflict graph. The c-
MISset theorem inspires a direction to develop
efficient approximation algorithms for the MIS-
based MCF problem — we could first develop a
polynomial algorithm to approximate the critical
MIS set, and then use the approximate critical
MIS set in the scheduling constraints to compute
the MCF capacity. In [8], we show that observing
the network structure and commodity flow infor-
mation does help to infer the possibility of a link
to be scheduled (i.e., to be involved in the c-
MISset). For example, a bridge edge (and the
tuples spawned from the link) for a commodity
flow must be scheduled. We thus define a
scheduling index (SI) based on such heuristic
measures to quantitatively indicate the possibility
that a tuple will be scheduled. A heuristic poly-
nomial algorithm, termed as scheduling index
ordering (SIO) based MIS computing, is then
developed to search MISs to approximate the c-
MISset. The algorithm selects the tuples of high-
er SIs with priority to construct MISs. We will
present numerical results later to demonstrate
the effectiveness of the SIO-based MIS comput-
ing in producing a larger MCF capacity, com-
pared to the random MIS search.

The MDCG also enables a polynomial
approximation algorithm for MR-MC network
optimization with guaranteed capacity region.
Specifically, we define that a conflict neighbor-
hood of a tuple includes its neighbors in the
MDCG and itself. The conflict degree of tuple p
is the maximum number of tuples within its con-
flict neighborhood that could have been turned
on simultaneously (without conflicts) if tuple p
was not turned on. The conflict degree of the
network is the maximum possible conflict degree
over all tuples. A conflict neighborhood constraint
specifies that the aggregate normalized channel
utilization over each conflict neighborhood can-
not exceed 100 percent. When the MIS-based
scheduling constraint is replaced by the conflict
neighborhood constraint, it can be proved (fol-
lowing the analysis given in [1]) that the MCF
solution under such a constraint can guarantee a
feasible capacity region that is at least γ fraction
of the optimal capacity region. The ratio γ is
termed as the capacity efficiency ratio of the
approximation algorithm and equal to the recip-
rocal of the network conflict degree. Suppose
that a node at most can have M radios. The
number of conflict neighborhood constraint
equals the number of tuples associated with the
network, which is upbounded by M2C|L| and
thus makes the MCF problem solvable with
polynomial complexity. Moreover, the MCF flow

allocation under the conflict neighborhood con-
straint could be easily mapped to an imple-
mentable MIS-based scheduling [1]. Note that
MDCG-based MCF computing is a multi-dimen-
sional extension to the link conflict graph based
MCF analysis in the SR-SC context, where the
generic concepts of conflict neighborhood and
conflict degree reduce to interference neighbor-
hood and interference degree [2].

THROUGHPUT-OPTIMAL
NETWORK CONTROL

The throughput-optimal network control aims at
dynamically adjusting resource allocation to
maintain the network stability as long as the
input rate vector is within the capacity region [9,
10]. It has been shown that the throughput-opti-
mal network control can be viewed as a dynamic
implementation of a subgradient search method
to solve the MCF problem using convex duality
[10]. The dual formulation allows integrating the
scheduling with different optimization objective
functions to form a cross-layer network control
framework, for example, transport-layer flow
control based on a utility function [10], and net-
work-layer path selection based on a delay relat-
ed objective function [2, 12].

The central component of the throughput-
optimal algorithms is the back-pressure algorithm.
Let b(l) and e(l) denote the transmitter node and
receiver node of link l, respectively. Let Uυ(t)
denote the queue length of node υ at time slot t.
Let I(t) denote the control action at time slot t.
Let rl(I(t)) denote the transmission capacity of
link l under the scheduling, which equals to the
physical link capacity wl if scheduled or 0 other-
wise. The back-pressure algorithm is to choose
the control action I(t) that solves the optimiza-
tion “Max: Σl∈L(Ub(l)(t) – Ue(l)(t)) rl(I(t)).” Based
on the scheduling decision at time slot t, the
queue lengths are then updated according to
arrivals and departures in that slot and to be
used for scheduling decisions at next time slot. In
this part, we take the case of single commodity
flow for easier presentation. In the throughput-
optimal framework, multiple commodity flows
can be easily handled by maintaining a separate
queue for each commodity at each link [10].

The back-pressure scheduling is equivalent to
an NP-hard maximum weighted independent set
(MWIS) problem [9]. To overcome the high
computational complexity, distributed scheduling
has been extensively studied in recent several
years [2, 10]. The distributed algorithms normal-
ly have to sacrifice a fraction of the capacity
region for the reduced complexity. Distributed
scheduling is of particular importance to cooper-
ative networking, where nodes in a local neigh-
borhood could cooperate with each other to
drive the aggregate network behavior into an
efficient operation point.

LRC-TUPLE BASED NETWORK MODEL
It is hard to directly extend the distributed
scheduling algorithms developed in the SR-SC
context to the MR-MC networks. The severe chal-
lenge is that the back-pressure-based algorithm
now interleaves the problems of link scheduling,
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channel, and radio assignment [2]. The MDCG
enables a framework to systematically study the
scheduling issue by transforming the original net-
work into an equivalent LRC-tuple based net-
work. In Fig. 2, we illustrate how a link in the
original network is transformed to tuples in the
equivalent network, where each tuple p is consid-
ered as a separate transmission link, termed as a
tuple link p. Let P denote the set containing all
tuples. In a transformed network we could directly
write a tuple-based back-pressure algorithm as

(1)

where the tuple-link transmission capacity rp(I(t))
equals to the physical capacity wl(p)(c(p)) if
scheduled, with l(p) and c(p) denoting the link
and the channel associated with the tuple p,
respectively. Note that the tuple-based model in

fact transforms the original MR-MC network
into an equivalent virtual SR-SC network. The
expression in Eq. 1 is an MWIS problem over
the equivalent SR-SC network, where the well-
known distributed maximal scheduling [13] could
be directly applied as an approximate solution.

TUPLE-BASED MAXIMAL SCHEDULING
Maximal scheduling is of recent interest in the
SR-SC context due to its low complexity and
ease of distributed implementation [13]. The
tuple-based equivalent network allows straight-
forwardly applying the maximal scheduling over
the tuples to jointly solve all the resource alloca-
tion issues in a distributed manner.

In the tuple-based network, a maximal
scheduling means that if a tuple p has a packet,
then at a slot either tuple p is selected for trans-
mission, or some other tuple within the conflict
neighborhood of tuple p is selected. In a dis-
tributed implementation, the nodes in a conflict
neighborhood can exchange messages to resolve
contentions locally and alternatively activate dif-
ferent maximal tuple sets [2, 13]. It has been
proved that the maximal scheduling can ensure a
capacity efficiency ratio that equals the recipro-
cal of the network interference degree in the
SR-SC context [13]. Since the tuple-based net-
work does provide a SR-SC context, the tuple-
based maximal scheduling thus achieves a
capacity efficiency ratio equal to the reciprocal
of the conflict degree of the MDCG, while the
optimal capacity region is defined by the ideal
scheduling according Eq. 1. We would like to
emphasize that the tuple-based maximal schedul-
ing actually provides a distributed algorithm to
jointly solve those coupled resource allocation
issues in the MR-MC networks. When a tuple p
in the form of [(u, υ), (xu, xυ), c] is selected for
transmissions, its multi-dimensional property at
the same time indicates the channel and radio
assignment associated with this transmission .

One more thing to be noted is that the tuple-
based network model provides a convenient tool
for capacity analysis, but in practice the schedul-
ing algorithms need to be mapped into protocol
implementations at each node. To implement
the tuple-based maximal scheduling, each node
needs to maintain per-commodity per-channel
queues for each radio interface and exchange
such information with the nodes in its interfer-
ence neighborhood.

CROSS-LAYER CONTROL
It is known that the classic back-pressure algo-
rithm could lead to unnecessarily large delays
[10, 12]. We could apply the dual decomposition
technique over the MCF formulation to obtain a
decomposable cross-layer control framework,
which integrates the network-layer path selection
with the back-pressure scheduling to enhance
the delay performance in MR-MC networks.

Consider a network flow f, and assume R(f)
paths are generated by the tuple-based MCF
network dimensioning. Let Hk denote the hop
count of a path k. The path selection is to deter-
mine how to split the arrival traffic Af of flow f
into the paths for best delay performance. Let
Af,k denote the flow allocation on path k. Based
on the studies in [12], we could consider the

Maximize : ( ) ( ) ( )( ) ( )U t U t r I tb p e p p

p

−( ) ( )
∈

∑
P

Figure 2. Transforming to tuple links.
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objective function min ΣR(f)
k=1 VHk Af,k to derive a

decomposable cross-layer control, which aims at
a splitting that minimizes the average number of
hops to support the traffic (with V being a con-
trol parameter). We further take the assumption
used in [2] that the input traffic could immedi-
ately apply to all hops along a path. Let [Y p

fk]
denote the routing matrix and Y p

fk = 1 indicates
that tuple p is on the kth path of flow f. With
some mathematical manipulations that relax all
the flow conservation constraints and apply the
dual decomposition, we could obtain a network-
layer path selection rule that all the traffic Af
should be injected into the path k that

(2)

where the queue length is updated at the link
layer according to the back-pressure scheduling
for optimal capacity region. Note that the path
selection in Eq. 2 has a clear physical meaning
to minimize the aggregate effect of hop counts
and queue lengths along a path.

PERFORMANCE EVALUATION

In this section, we present some numerical results
to demonstrate the efficiency of the MDCG-
based network dimensioning and tuple-based

throughput-optimal control. We consider a ran-
dom network topology, where 25 nodes are ran-
domly placed in a 1000 m × 1000 m area to form
a connected network. There are 3 commodity
flows in the network. The source and destination
nodes for flow i (i = 1, 2, 3) are denoted as Si
and Di respectively. The transmission range and
interference range of each node are set to 250 m
and 500 m, respectively. For the convenience of
performance comparison with [1], we assume the
physical link capacity over each channel is the
same, and we set all values of wc

uv to a normal-
ized link capacity of one rate unit.

DYNAMIC CHANNEL SWAPPING
Each flow has a rate demand of 3 rate units. We
seek to maximize the proportion of the flow
request, denoted as λ, that can be supported by
the network. Note that each flow should achieve
the same supported proportion for fairness. The
ratio λ is termed as network capacity in this sce-
nario. In [8], we have shown that our algorithm
of SIO-based MIS computing can reduce the
complexity of solving the MIS scheduling based
MCF problem by one order yet achieve higher
capacity, compared to the random MIS comput-
ing. Here, we demonstrate the advantage of
MDCG-based MCF solution from the aspect of
cooperative networking, specifically, dynamic
channel swapping.

minimize : ( )VH Y Uk fk
p

b p

p

+
=

∑
1

P

Figure 3. Network dimensioning under the static heuristic algorithm.
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We consider that all nodes have 2 radios and
there are 4 channels available. We use CPLEX
to solve the λ optimization involved in our MCF
formulation and the algorithms in [1]. The algo-
rithm in [1] is a heuristic approach using static
channel assignment which generates λ = 0.25.
Our algorithm uses SIO-based MIS computing
generates a higher capacity of λ = 0.39. The
resource allocations associated with the MCF
capacity are presented in Figs. 3 and 4 for the
static algorithm in [1] and our algorithm, respec-
tively. In Fig. 4, the links incurred (i.e., the rout-
ing) to serve all three flows are highlighted, and
the channel allocation for each link is also indi-
cated. It can be seen that each node fully utilizes
its two radios over two different channels. In
Fig. 4, we only present the resource allocation
for flow 3 to not clutter the presentation. While
the static algorithm only incurs one path for flow
3, the MDCG based algorithm incurs four paths.
In particular, we indicate the radio/channel
assignment for the links along the main path
(which takes most of the flow) “n20 → n3 → n12
→ n1 → n24.” At each link, we can see that dif-
ferent radio-pair/channel combinations repre-
sented as “(radio at sending node, radio at
receiving node), channel allocation” share the
transmission time, showing the behavior of
dynamic channel swapping. It is due to the more

efficient coordination of scheduling, channel/
radio assignment, and routing that the MDCG-
based network dimensioning achieves higher net-
work capacity.

DISTRIBUTED SCHEDULING
We use the same network topology and
flow/radio/channel configurations to investigate
the performance of distributed scheduling and
cross-layer control. The only change here is that
the link capacity over each channel is uniformly
selected in the range [0.1, 1] in each slot to sim-
ulate the channel diversity. We specifically com-
pare three algorithms. The algorithm applying
the tuple-based maximal scheduling over the
whole network is termed as the “TDMS” algo-
rithm. The “CLC” algorithm incorporate the
TDMS algorithm with the path selection for a
cross-layer control. The “MP” algorithm indicate
the cross-layer control algorithm proposed in [2].
For the two cross-layer control algorithms CLC
and MP, the paths generated from our SIO-
based MCF solution are used as selection candi-
dates. We develop C codes to simulate the three
algorithms.

In this experiment, we gradually increase the
flow input rates and observe the average node
backlog (averaged over those nodes involved in
flow transmissions) to examine the delay perfor-

Figure 4. Network dimensioning under the MDCG based computing.
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It is clear that CLC
has a much larger
capacity region and
enhanced delay per-
formance compared
to TDMS, since CLC
could better approxi-
mate the joint opti-
mal solution by
using paths generat-
ed by the MCF opti-
mal dimensioning for
cross-layer control.
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mance and capacity region. Each node assumes
an infinite buffer space. The results are present-
ed in Fig. 5. The backlog curves for all the three
algorithms show a turning point at a certain
input rate, which indicates the achievable capaci-
ty region for the corresponding scheduling algo-
rithm. Before the turning point, the average
backlog keeps small meaning that the network
remains stable; when the input rate exceeds the
turning point, the average backlog rapidly goes
to very large indicating the unstable behavior out
of the capacity region. It is clear that CLC has a
much larger capacity region and enhanced delay
performance compared to TDMS, since CLC
could better approximate the joint optimal solu-
tion by using paths generated by the MCF opti-
mal dimensioning for cross-layer control. The
MP algorithm in [2] also outperform TDMS due
to cross-layer control, but is much inefficient
compared to our CLC algorithm. The reason is
that the algorithm in [2] still adopts link-based
scheduling model where the linker-layer queue
length could not be accurately presented to the
network-layer path selection, whereas in our
tuple-based CLC algorithm the lower-layer
queue information is fully available to the net-
work-layer path selection.

CONCLUSION

In this article, we present a theoretical frame-
work for optimal cooperative networking in mul-
tiradio multichannel wireless networks, which is
expected to offer general guidance on practical
protocol and algorithm development. Specifical-
ly, based on our tool of MDCG, a multicom-
modity flow formulation and its dynamic
implementation by duality can be applied for
optimal network dimensioning and throughput-
optimal control, respectively. We also discuss
how to develop efficient polynomial algorithms
with guaranteed performance for network
dimensioning and distributed scheduling algo-
rithm for throughput-optimal control. The
scheduling performance is further enhanced with
a decomposable cross-layer control mechanism.
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Figure 6. Average per-node backlog under different scheduling algorithms.
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