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Abstract—Wireless sensor networks have been widely used in many surveillance applications. Due to the importance of sensor nodes

in such applications, a certain level of protection needs to be provided to them. We study the self-protection problem for static wireless

sensor networks in this paper. The self-protection problem focuses on using sensor nodes to provide protection to themselves instead

of the target objects or certain target area so that the sensor nodes can resist the attacks targeting them directly. A wireless sensor

network is p-self-protected if at any moment, for any wireless sensor (active or nonactive), there are at least p active sensors that

can monitor it. The problem of finding the minimum p-self-protection is NP-complete, and no efficient self-protection algorithms have

been proposed. In this paper, we provide efficient centralized and distributed algorithms with a constant approximation ratio for the

minimum p-self-protection problem in sensor networks with either a homogeneous or heterogeneous sensing radius. In addition,

we design efficient distributed algorithms to not only achieve p-self-protection but also maintain the connectivity of all active sensors.

Our simulation confirms the performances of the proposed algorithms.

Index Terms—Self-protection, coverage, independent set, distributed algorithms, wireless sensor networks.
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1 INTRODUCTION

Asensor network consists of a set of sensor nodes, which
spread over a geographical area. These nodes are able

to perform processing and sensing and are additionally
capable of communicating with each other. With coordina-
tion among these sensor nodes, the sensor network together
achieves a larger sensing task both in urban environments
and in inhospitable terrain. Due to its wide range of
potential applications such as battlefield, emergency relief,
environment monitoring, surveillance system, and so on,
wireless sensor networks (WSNs) [1] have recently emerged
as a premier research topic. The sheer numbers of sensors,
the limited resources on each sensor, and the expected
dynamics in these environments present unique challenges
in the design of WSNs.

Since WSN has been used for many surveillance
applications [2], [3] and military applications operating in

hostile environments, it is necessary to provide a certain
level of protection or fault tolerance to the sensor network
so that it can resist the attacks from outsides. In WSNs,
sensors can be put in nonactive status to save energy, and
only active sensors perform the sensing tasks. Obviously,
the denser and more active the sensors are, the better the
protection for the objects or the better fault tolerance for the

network. Many research activities on sensor networks are
focused on how to balance the quality of protection [3], [4],
[5], [6], [7] or fault tolerance [8], [9], [10], [11] or both [12],
[13], [14], [15] with energy consumption of the sensors.

The previous research on the quality of protection is
mainly focusing on coverage problems of sensor networks,
which study how to determine the minimum set of sensors for
covering every location in the target field. Different coverage
models and methods are surveyed by Cardei and Wu [16].
Dietrich and Dressler [17] also provide a survey on network
lifetime, which includes various coverage problems defined
in sensor networks. The coverage problem concentrates on
protection of every location or certain objects in the target
field. However, since the sensors themselves are also
important and critical objects in the network, they also need
a certain level of coverage and, hence, protection. Thus, the
self-protection problem is also an important protection
problem in WSNs. The self-protection problem focuses on
using sensor nodes to provide protection to themselves
instead of the objects or the area so that they can resist the
attacks targeting them directly. A WSN is p-self-protected if at
any moment, for any wireless sensor (active or nonactive),
there are at least p active sensors that can monitor it. This is
also different from the fault-tolerance problem. Since the
fault-tolerance problem focuses on providing high connec-
tivity of the network ðk-connectivityÞ instead of providing
high-level protection, while the self-protection problem does
not care about connectivity issues.

Notice that the minimum self-protection problem
was first introduced by Wang et al. [18], [19]. In [18],
Wang et al. formulated the p-self-protection problem in
sensor networks but then only focused on the study of
the 1-self-protection problem. They proved that finding
minimum 1-self-protection is NP-complete by reducing
the minimum set cover problem. Then, they gave a
centralized method with 2ð1þ lognÞ approximation ratio
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and two randomized distributed algorithms for the
minimum 1-self-protection problem. Here, n is the
total number of sensors in the sensor network. Their
centralized method is based on a minimum dominating
set algorithm in [21], while the two randomized
algorithms can only achieve 1-self-protection with certain
probability. Later, in an extended version [19], the same
authors introduced the maximum disjoint self-protection
problem, which finds the maximum number of disjoint
sets of sensors such that each set can provide self-
protection. They proved that it is also NP-complete.
Different from [18] and [19], in this paper, we focus on
the minimum p-self-protection problem, which is much
more complex than the 1-self-protection problem. We
propose a set of centralized and distributed algorithms
with constant approximation ratios for the minimum
p-self-protection problem. Our proposed distribution algo-
rithms can efficiently select the active sensors to self-
protect the network with small overhead.

The main contributions of this paper are summarized
as follows:

1. We provide efficient centralized and distributed
algorithms with constant approximation ratio for
the minimum p-self-protection problem in sensor
networks when all sensors have the same sensing
radius.

2. We design efficient distributed algorithms to not
only achieve p-self-protection but also maintain the
connectivity of all active sensor nodes.

3. We prove that our centralized and distributed
algorithms can also achieve a constant approximation
ratio for sensor networks with a heterogeneous
sensing radius.

4. We conduct extensive simulations to verify the
performances of the proposed algorithms.

The remainder of this paper is organized as follows: In
Section 2, we introduce the formal definition of the self-
protection problem and the system model we used. In
Section 3, we present our new centralized and distributed
algorithms, which can achieve a constant approximation
ratio for the self-protection problem. In Section 4, we further
study how to achieve both self-protection and connectivity.
In Section 5, we show how to achieve a constant approx-
imation ratio for self-protection in sensor networks with a
heterogeneous sensing radius. Section 6 discusses some
possible improvements and variations of the proposed
methods. Section 7 presents our simulation results, and
Section 8 provides an overview of the prior literature
related to protection in sensor networks. Finally, a brief
conclusion of our research work is highlighted in Section 9.
A preliminary conference version of this article appeared
in [20]. This version contains new self-protection algorithms
for sensor networks with a heterogeneous sensing radius
and better overall presentation.

2 SYSTEM MODEL AND PROBLEM FORMULATION

System model. Sensors have size, weight, and cost restric-
tions, which impact resource availability. Thus, sensor
nodes usually have limited battery resources and limited

processing and communication capabilities. Consider a
static sensor network consisting of a set V of n wireless
sensor nodes distributed in a two-dimensional plane. Each
wireless sensor node has an omnidirectional antenna so
that a single transmission of a node can be received by all
nodes within its vicinity, which is a disk centered at the
node. We call the radius of this disk the transmission range
(or communication range, denoted by rt) of this sensor node.
Two nodes within each other’s transmission ranges can
communicate directly, while two far away nodes can
communicate through multihop wireless links by using
intermediate nodes to relay the message. Each sensor node
also has certain sensing or monitoring capabilities. We
assume that a sensor can cover all nodes inside its sensing
area, which is defined by the disk centered at the sensor
with radius rs. We call rs the sensing range. As in the
literature, we assume that all sensors have the same
transmission range and sensing range. The transmission
range and the sensing range can be equal or not equal to
each other. In practice, the sensing range could be larger or
smaller than the transmission range, depending on the type
of sensors. We also assume that all wireless sensor nodes
have distinctive identities (denoted by ID hereafter). To save
the energy, sensors can be put into sleep (called nonactive
status). A sensor is called active if it can carry out protections
currently; otherwise, it is called a nonactive sensor.

We then formulate the sensor network as a sensing graph
GðV ;EÞ, where V is the set of sensor nodes (both active and
nonactive), and E is the set of directed links uv�! between
any two sensor u and v if v is inside the sensing range of u.
We use n to denote the number of sensors.

The problem. To formally define the minimum self-
protection problem, we need to first define p-self-protected:

Definition 1. A WSN is p-selfself-protectedprotected if for any wireless
sensor (active or nonactive), there are at least p active sensors
that can monitor it.

Notice that our definition is slightly different from the
one in [18], where they defined that being p-self-protected
only needs p� 1 active monitoring sensors. In their paper,
they focused on 2-self-protection where each sensor
only needs one active sensor to monitor it, which is called
1-self-protection by our definition in this paper. We will
study the more general p-self-protection problem.

Definition 2. Minimum p-selfself-protectionprotection is a selected subset
(denoted by MSPp) of V to be set as active sensors such that
the sensor network is p-self -protected and the number of
active nodes ðjMSPpjÞ is minimized.

Fig. 1 shows examples of the minimum p-self-protection.
Five sensors v1 to v5 form a sensing graph, as shown in
Fig. 1a. Subset fv1; v2g achieves minimum 1-self-protection
and subset fv1; v2; v5g achieves minimum 2-self-protection,
as shown in Fig. 1.

It is proved in [18], by connecting to the minimum set
cover problem, that the minimum 1-self-protection problem
is NP-complete. Since the minimum 1-self-protection
problem is a special case of the minimum p-self-protection
problem, this indicates that the minimum p-self-protection
problem is also NP-complete.
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Notice that the following fact is obvious, since for each

sensor, we need at least p neighbors in the sensing graph to

be the candidates.
Fact 1. The condition that the minimum degree of the

sensing graph is at least p is a necessary and sufficient

condition for the existence of a p-self-protection in sensor

networks.

Proof. First of all, if a node u does not have at least p sensors

that can cover it, the sensor network clearly cannot

provide p-protection to node u. This shows the necessary

condition for p-self-protection. When every node has at

least p sensors that can sense it, then a trivial solution

that activates all sensors clearly provides p-self-protection

to all nodes. This shows the sufficient condition. tu

Other definitions. Two definitions we will use later

are the maximum independent set (MIS) and the minimum

dominating set (MDS). A subset of vertices in a graph G is an

independent set if for any pair of vertices, there is no edge

between them. It is an MIS if no other independent set has

more vertices. Notice that an MIS is different from the

maximal independent set. A subset of vertices is a maximal

independent set if no additional vertices can be added into

the subset while it is still an independent set. A subset S of

V is a dominating set if each node u in V is either in S or

adjacent to some node v in S. Nodes from S are called

dominators, while nodes not in S are called dominatees.

Clearly, any maximal independent set is a dominating set.

A dominating set with minimum cardinality is called an

MDS. A subset C of V is a connected dominating set (CDS) if

C is a dominating set and C induces a connected subgraph.

3 PROVIDING SELF-PROTECTION

In this section, we first give a centralized method to decide

which set of nodes are active to provide p-self-protection

and show that this method can achieve a constant

approximation ratio for the minimum p-self-protection

problem. Later, we extend it to an efficient distributed

method.

3.1 Centralized Method with Constant
Approximation Ratio

A centralized method with a 2ð1þ lognÞ approximation
ratio for the minimum 1-self-protection problem is given
in [18]. Basically, they proved that the cost of the minimum
1-self-protection is at most twice of the cost of the
MDS. Then, by applying the ð1þ lognÞ approximation
algorithm [21] for MDS, they achieved 2ð1þ lognÞ approx-
imation. Their method is not easy to be extended to address
the p-self-protection problem. However, the logn approx-
imation method for minimum p-self-protection can be
directly derived from the approximation algorithm for the
set multicover problem [22], where each sensor needs to be
covered p times. In [22], there exists ð1þ lognÞ approxima-
tion algorithm for the set multicover problem.

For the minimum 1-self-protection, it is also easy to get a
constant approximation ratio when the sensing radius of all
nodes is the same. This can be done by computing a maximal
independent set (denoted by M0) and then choosing
one neighbor for each node in M0. All nodes in M0 and
their selected neighbors will be set active, denoted by M. It
clearly is 1-self-protected since every node outside MIS M0

is protected by a node in M0 and every node in M0 is
protected by its selected neighbor. Remember that any MIS
is a dominating set. The ratio of this simple method is also
bounded by a constant 10.

Theorem 1. The set M by this simple method has a size at most
10 times of the optimum solution MSP1 when the sensing
radius of all nodes is the same.

Proof. Consider each node v; there are at most five
neighboring nodes chosen in MIS M0 [29], since if there
are six neighboring nodes of v in M0, then at least two of
them will be a neighbor of each other, which contradicts
the definition of MIS. See Fig. 2 for illustration. On the
other hand, there is at least one neighboring node of v
at the optimal solution MSP1 of the minimum 1-self-
protection problem to guarantee the protection of v.
Thus, the size of the MIS M0 is at most five times of the
size of the optimal solution MSP1. In addition, we select
one node to cover every node in M0; thus, the total
number of nodes selected in M by this method is at most
10 times of the optimal jMSP1j. tu
For the general p-self-protection problem, we describe

our new approximation algorithm as Algorithm 1. The basic
idea of the algorithm is given as follows: The algorithm first
generates k MISs in k rounds. In each round, an MIS Mk is
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Fig. 1. Illustrations of minimum p-self-protection. (a) Sensing graph.

(b) 1-self-protection. (c) 2-self-protection.

Fig. 2. For a node v, there are at most five MIS nodes in its
neighborhood. Proof: Assume that there are six MIS nodes mi;
1 � i � 6. There must be two nodes (say, m1 and m2) falling in a
cone with a �=3 angle, i.e., ffm1vm2 � �=3. Since both m1 and m2 are
inside the range of v and all sensors have the same range, m1 and m2

are in the range of each other. This is a contradiction with the definition
of MIS.



generated based on the ranks of nodes. Here, the updating
of rank in step 4 is designed to prevent the selected MISs in
the early rounds to be used again in later rounds of MISs.
After k MISs are generated, all nodes in these MISs will be
in the active set M. For each node u inside these MISs, if it
has less than p neighbors in the MISs, the algorithm adds a
neighbor v into M. Notice that since we assume that each
node has at least p neighboring nodes, in step 7, there
always exists a neighboring node v that is not selected when
u has less than p neighboring nodes in

Sp
i¼1 Mi. Obviously,

the time complexity of this algorithm is OðnÞ. We now
prove that this algorithm is a 10 approximation too.

Algorithm 1. General method for minimum

p-self-protection

1: Assign each node v a unique rank rðvÞ 2 ½1; n� and let

k ¼ 1.

2: while k � p do

3: Generate an MIS Mk based on the rank of all nodes:

a node is selected to the MIS if it has the largest rank

among all its neighboring nodes.

4: Assign a node that is not selected in MIS a rank

rðvÞ þ k� n. For a node that has already been

selected to some MIS, its rank will not change.

5: k ¼ kþ 1.

6: end while

7: For each node u that is selected in Mi, 1 � i � p, we

find a neighboring node v if node u has less than p

neighboring nodes in
Sp
i¼1 Mi. We use v to protect u.

8: Let M be the union of all Mi and all nodes v that are

used to protect nodes in Mi.

Theorem 2. The set M by Algorithm 1 is a valid

p-self-protection and has a size at most 10 times of the

optimum solution MSPp when the sensing radius of all nodes

is the same.

Proof. First, the validation of the p-self-protection is obvious.

For every node u 62
Sp
i¼1 Mi, it is protected by at least

p MIS nodes since each round of MIS Mi has one node

protecting it. Notice that during the process, the nodes

already in the MIS selected before will not be selected to

produce the new MIS due to the rank. For all node

u 2
Sp
i¼1 Mi, it has at least p� 1 protectors from

Sp
i¼1 Mi

since it has been protected by MIS nodes in every round

except the round it is selected as MIS. If u has only

p� 1 neighbor nodes in
Sp
i¼1 Mi, the algorithm will add

one node in step 7 to protect u. Thus, all nodes are

perfectly protected by at least p active sensor nodes.
Then, we prove the approximation ratio. Remember

that for each node, there are at most five neighboring
nodes chosen in each round of MIS Mi; thus, for each
node, there are at most 5 � p nodes selected in

Sp
i¼1 Mi.

For the optimal solution MSPp of the minimum
p-self-protection, there are at least p neighboring nodes
active for protection. Thus, the number of the selected
MIS nodes in

Sp
i¼1 Mi is at most five times of the size of

the optimal solution MSPp. Adding the one additional
node added in step 7 for each MIS node with
p� 1 protectors, the total number of nodes selected by
this method is at most 10 times of the optimal. tu

3.2 Distributed Method with Constant
Approximation Ratio

A centralized solution is good for sensor networks with a
centralized control center. However, in many applications,
there is no centralized control, and all sensors are self-
organized. Thus, each sensor needs to make decisions based
on limited information. For this kind of large self-organized
sensor networks, it is preferred to design a simple
distributed method to address the self-protection problem.

Our distributed algorithm (see Algorithm 2) is extended
from the centralized one (Algorithm 1). We assume that
each node u maintains the following information of itself
and its direct neighbors NðuÞ in the sensing graph:

. IDðvÞ, the distinctive ID of node v,

. pðvÞ, the protection level of node v that shows node v
is already covered by pðvÞ sensors in MIS,

. kðvÞ, the round counter of node v that indicates node v
is in which round of MIS construction (i.e., index i
in Mi),

. sðvÞ, the status of node v that shows the current role
of node v, which could be one of Undecided, Mi,
Active, and Nonactive (the union of all nodes
marked Active at the end of the execution of
Algorithm 2 are the protection set, again denoted
by M).

We also use three kinds of messages to exchange the
necessary information among neighbors:

. Protect(x, y). Node x uses this message to tell its
neighbors that it becomes an MIS in the yth round
(i.e., in My) and will provide protection to them. It is
also used by the nodes selected to protect those
MIS nodes with less than p-protection at the end of
p rounds; such node x will send Protect(x, -1) to all
its neighbors to claim protection of them.

. ReqProtection(x, y). Those MIS nodes x with less
than p-protection at the end of p rounds will select a
neighbor y to provide protection to themselves and
send this message to y.

. Notice(x, y). Node x uses this message to tell all its
neighbors that there is an update that happened at
node x. Update event y can be K++, Active, and
Nonactive. If y ¼ Kþþ, it means that kðxÞ has
increased by one; otherwise, it means the status of
node x has changed to y.

Algorithm 2. Distributed algorithm for minimum

p-self-protection at node u
1: Initialization: let protection level pðuÞ ¼ 0, status

sðuÞ ¼ Undecided, round kðuÞ ¼ 1.

{Line 2-8: if node u is ready to become an MIS}

2: if sðuÞ ¼ Undecided and kðvÞ � kðuÞ for all v 2 NðuÞ
then

3: if there exists some v 2 NðuÞ such that kðuÞ ¼ kðvÞ
and IDðuÞ > IDðvÞ for all such v then

4: u becomes an MIS in MkðuÞ, i.e., sðuÞ ¼MkðuÞ
5: u sends message Protect(u, k(u))

6: kðuÞ ¼ kðuÞ þ 1

7: end if

8: end if

{Line 9-21: if node u has finished p-rounds}
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9: if kðuÞ ¼ pþ 1 and kðvÞ ¼ pþ 1 for all v 2 NðuÞ then

10: if sðuÞ ¼Mi such that i 2 ½1; p� then

11: if pðuÞ < p then

12: randomly select one neighbor v whose status

sðvÞ ¼ Nonactive.
13: send message ReqProtection(u, v) to v

14: end if

15: sðuÞ ¼ Active
16: send message Notice(u, Active)

17: else if sðuÞ ¼ Undecided then

18: sðuÞ ¼ Nonactive
19: send message Notice(u, Nonactive)

20: end if

21: end if

{Line 22-33: node u is noticed being protected}

22: if receive message Protect(x, y) then

23: pðuÞ ¼ pðuÞ þ 1

24: if kðuÞ ¼ y then

25: kðuÞ ¼ kðuÞ þ 1

26: send message Notice(u, K++)

27: end if

28: if y ¼ �1 then

29: update the local copy of sðxÞ ¼ Active
30: else

31: update the local copy of sðxÞ ¼My and
kðxÞ ¼ yþ 1

32: end if

33: end if

{Line 34-39: node u is asked to protect node x}

34: if receive message ReqProtection(x, y) then

35: if u ¼ y then

36: sðuÞ ¼ Active
37: u sends message Protect(u,-1)

38: end if

39: end if

{Line 40-46: update the information from node x}

40: if receive message Notice(x, y) then

41: if y ¼ Kþþ then

42: update the local copy of kðxÞ ¼ kðxÞ þ 1

43: else

44: update the local copy of sðxÞ ¼ y
45: end if

46: end if

The basic idea of the distributed algorithm is given as

follows: Initially, all nodes are in the first round and in the

Undecided status. Since each node u has the information of

its neighbors, it knows which round they are performing.

Assume that node u is in round r and Undecided. If all its

neighbors are already in round r and it has the largest ID

among all non-MIS nodes in the same round, it will become

a node in Mr, send message Protect(u, r) to its neighbor, and

enter round rþ 1. All its neighbors that received the Protect

message will also enter round rþ 1. Until node u and all its

neighbors finish p rounds (i.e., kðuÞ ¼ pþ 1 and kðvÞ ¼ pþ 1

for all v 2 NðuÞ), node u can begin making a decision

whether it should be marked active or nonactive. Nodes inSp
i¼1 Mi will be marked active, while nodes with Undecided

will become nonactive. However, for those MIS nodes with

less than p-protection at the end of p rounds, each of them
will randomly select a nonactive node to protect itself and
send message ReqProtection to notify that node. When the
node receives this ReqProtection, it will become active and
also notify its neighbors.

It is easy to prove the following theorem regarding the
performance of this distributed algorithm. The proof is
similar to the centralized one; thus, we omit it here.

Theorem 3. The set M by Algorithm 2 is a valid
p-self-protection and has a size at most 10 times of the
optimum solution MSPp when the sensing radius of all nodes
is the same.

Theorem 4. The message complexity of this distributed algorithm
is OðnÞ.

Proof. We count the messages by different types:

1. Messages Protect are only sent once by each node
in M; thus, there are at most n such messages.

2. The number of messages ReqProtection is also
limited by n since only those MIS nodes with less
than p-protection at the end of p rounds use them.

3. Messages Notice(u, K++) can be sent at most
pn times since kðuÞ is updated at most p times
for each node.

4. The number of messages Notice(u, Active) and
Notice(u, Nonactive) is at most n since each node
sends once at the end of p rounds.

Thus, the total number of messages used by this
algorithm is bounded by OðnÞ. tu

4 SELF-PROTECTION AND CONNECTIVITY

So far, we concentrate on how to select a subset of sensors
to be active such that the network is p-self-protected.
However, in reality, it is also important that these active
sensors are connected so that they can communicate with
each other or they can report to the centralized control
center when attacks happen. Therefore, in this section, we
study how to select a subset of sensors to be active such that
all active sensors form a connected network topology
providing p-self-protection. Notice that talking about net-
work connectivity, we need to consider the transmission
range of each node. Here, we assume that the transmission
range is equal to the sensing range.

Efficient distributed algorithms for constructing CDSs to
form a virtual backbone were well studied [23], [24], [25],
[26], [27], [28], [29]. A subset C of V is a CDS if C is a
dominating set and C induces a connected subgraph.
Consequently, the nodes in C can communicate with each
other without using nodes in V � C. A CDS with minimum
cardinality is the minimum connected dominating set (MCDS).
Finding the MCDS is NP-complete, but a constant approx-
imation ratio can be easily achieved when the underlying
graph is a unit disk graph, i.e., all sensors have the same
transmission ranges. One efficient way [29] to build a
CDS is first selecting a maximal independent set (which is
also a dominating set), and then, for each MIS node,
finding some connectors (or called gateways) to connect them
into a backbone.
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To achieve both connectivity and p-self-protection, we
can apply the algorithm for finding connectors for MIS in
[29] on the first round MIS M1 generated in Algorithm 2 so
that these connectors can connect M1 into a CDS. At the end
of the algorithm, we will also set these connectors active, i.e.,
they also belong to the final set M. Notice that [29] proved
that the total number of connectors introduced is at most a
constant factor of the number of MIS nodes. Thus, the
approximation ratio of M for MSP is still a constant. Due to
space limitations, we do not review the details of the
algorithm for finding the connectors. The reader can find it
in [29, Algorithm 1].

Generally, we would like to design a method to find a
set of active sensors that can provide both p-self-protection
and a k-connected backbone for routing such that the size
of the set is within a constant factor of the optimum. In
the remainder of this section, we provide a general
theorem about a general method that can achieve both
p-self-protection and k-connectivity simultaneously. Our
general method will first apply the best method (say, with
approximation ratio �1) to find a backbone B that is
k-connected and apply the best method (say, with approx-
imation ratio �2) to find a set P of active sensors that form
p-self-protection. We then return B þ P as the solution.
Notice that there are several methods [30], [31] that have
been proposed to construct a k-connected dominating set.
For example, the method in [31] can achieve a constant
approximation ratio for the minimum 2-CDS problem.

Theorem 5. The size of the set of sensors B þ P is within a factor
�1 þ �2 of the optimum set of active sensors that can provide
p-self -protection and a k-connected backbone.

Proof. Since the optimum solution OPT provides
p-self-protection, we have the size jPj � �2jOPT j. Since
OPT also provides a backbone (not necessarily itself)
that is k-connected, we have jBj � �1jOPT j. This finishes
the proof due to jBj þ jPj � ð�1 þ �2ÞjOPT j. tu

5 SELF-PROTECTION FOR SENSOR NETWORKS

WITH HETEROGENEOUS SENSING RADIUS

In Section 4, we assume that all sensors in the network have
the same sensing radius. In this section, we will consider the
sensor networks where the sensing radius of all nodes is
heterogeneous and show that our algorithms (Algorithms 1
and 2) still achieve constant approximation ratios for
such networks. Let each sensor u have the sensing range
rsðuÞ 2 ½Rmin; Rmax�. Here, Rmax and Rmin are the maximum
and the minimum sensing ranges in the network, respec-
tively. Let � ¼ Rmax=Rmin.

Theorem 6. The protection set M generated by Algorithm 1 or
Algorithm 2 has a size at most 12 � ð3dlog2 �e þ 2Þ times of the
optimum solution MSPp when the sensing radius of all nodes
is heterogeneous and belongs to ½Rmin; Rmax�.

Proof. Remember that for the homogeneous case, we prove
the approximation ratio by showing that for each node,
there are at most five neighboring nodes chosen in each
round of MIS Mi. Here, we will show that for each node,
there are at most 6 � ð3dlog2 �e þ 2Þ nodes selected in each
round of MIS Mi. Since in each round, Mi is an
independent set, we only need to show that the number
of independent neighbors for every node is bounded by

6 � ð3dlog2 �e þ 2Þ. The proof is based on a novel space

partition method (Method 1) introduced in [32]. For a

node v, Method 1 divides its sensing area into a constant

set of regions. As shown in Fig. 3b, obviously, the

number of triangle regions in each cone is 3h� 2,

where h ¼ 1þ dlog2 �e ð2h�2 < � � 2h�1Þ. Adding the

cap region, the number of regions in each cone is at

most ð3dlog2 �e þ 2Þ. Since we divide the sensing range

into six cones, the total number of regions is at most

6 � ð3dlog2 �e þ 2Þ. Lemma 7 [32, Lemma 7] shows that

any two nodes in the same region are connected to each

other. Thus, any independent set in v’s neighborhood has

at most 6 � ð3dlog2 �e þ 2Þ nodes.
We proved that for each node, there are at most

6 � ð3dlog2 �e þ 2Þ nodes selected in each round of MIS
Mi generated by our algorithms. Thus, for each node,
there are at most 6p � ð3dlog2 �e þ 2Þ nodes selected inSp
i¼1 Mi. For the optimal solution MSPp for the mini-

mum p-self-protection, there are at least p neighboring
nodes active for protection. Thus, the selected MIS
nodes in

Sp
i¼1 Mi are at most 6 � ð3dlog2 �e þ 2Þ times of

the optimal solution. Adding the one additional node
added at the end of p rounds of MIS for each MIS node
with p� 1 protectors, the total number of nodes in M
selected by our methods is at most 12 � ð3dlog2 �e þ 2Þ
times of the optimal. tu

Notice that, actually, we can improve the performance

bound to 12 � ð3dlog2 �
0e þ 2Þ, where �0 ¼ maxuv2E

rsðuÞ
rsðvÞ .

Method 1. Partition sensing range of node v

1: Each node v divides its sensing area into six equal
cones, as shown in Fig. 3a.

2: Then, node v divides each cone centered at v into a

limited number of triangles and caps, as illustrated in

Fig. 3b, where kvaik ¼ kvbik ¼ 1
2h�i rv, and ci is the

midpoint of the segment aibi, for 1 � i � h. Here,

h ¼ 1þ dlog2 �e.
3: The triangles 4va1b1, 4aibiciþ1, 4aiaiþ1ciþ1, and

4bibiþ1ciþ1, for 1 � i � h� 1, and the cap danbn form
the final space partition of each cone. For simplicity,

we call such a triangle or the cap as a region.

Lemma 7 [32]. Any two nodes u and w that coexist in any

one of the generated regions are directly connected, i.e.,

kuwk < minðrsðuÞ; rsðwÞÞ.
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Fig. 3. Novel partition of the sensing area of node v. (a) Dividing the

sensing area to six cones. (b) Further space partition in each cone.



6 DISCUSSIONS

6.1 Further Improvements

In this section, we discuss several techniques that may
improve the performance of our proposed algorithms.

A possible more efficient method could be as follows:
Notice that the purpose of selecting MIS is to provide
certain protections to nodes that are not selected into the
MIS. However, this may not be necessary after some rounds
for some nodes when it already has p protections from
selected active nodes. For example, by just one round of
MIS, it is possible that some node may already have up to
five active sensors selected in the MIS. Thus, for each node u,
we again use pðuÞ to denote the protection level (i.e., the
number of active sensors that can sense this node) that it
already has achieved via previously activated sensors from
MISs. Then, we have the following modified method
(Algorithm 3).

Algorithm 3. Modified method for minimum

p-self-protection

1: Assign each node v a unique rank rðvÞ 2 ½1; n� and let

k ¼ 1.

And assign pðvÞ ¼ 0 for every node v.
2: while exist node u with pðuÞ < p do

3: Let Vk be the set of nodes with pðvÞ < p, i.e., nodes in

Vk needs additional protections. Let Uk be the set of

nodes that either is in Vk or can sense a node from

Vk, i.e., Uk is the set of nodes that can provide

protections to nodes in Vk.

4: Generate an MIS Mk based on the rank of all nodes

in Uk: a node from Uk is selected to the MIS if it has
the largest rank among all its neighboring nodes

from Vk and it is not marked. Mark all nodes in Mk.

5: Assign every node that is not selected in MIS a rank

rðvÞ þ k � n. For a node that has already been

selected to some MIS, its rank will not change.

6: Update the protection pðvÞ for every node v in Vk as

pðvÞ ¼ pðvÞ + number of neighboring nodes in Mk.

7: k ¼ kþ 1.
8: end while

9: For each node u that is selected in Mi, 1 � i � p, we

find a neighboring node v if node u has less than p

neighboring nodes in
Sp
i¼1 Mi. We use v to protect u.

10: Let M be the union of all Mi and all nodes v that are

used to protect nodes in Mi.

Another possible improvement is that instead of random
selection of a sensor to cover each active sensor in MIS, we
can use a smarter method to select the nodes to protect the
MIS nodes with less than p protectors in the last steps of our
algorithms. Notice that the problem of adding protection to
these MIS nodes is a set cover problem: each node in MISs
(that has less than p-protections) is an element, and each
non-MIS node defines a set whose elements are all adjacent
MIS nodes (with less than p-protections). To minimize the
number of selected nodes in this step, we can apply the
approximation algorithm for the minimum set cover
problem, which has several methods with approximation
ratio Oðlog dÞ [33], where d is the maximum set size. Notice
that for any node, there are only at most five neighboring

MIS nodes, i.e., d � 5, for one single round of MIS. Since we
may have at most p rounds of MISs at the last step of our
method, we have d � 5p. Thus, given MISs, the additional
sensors found using the greedy set cover method is within
log p of the smallest number of sensors needed to make this
MIS set with p-self-protection property.

If we only consider the centralized algorithm for the
minimum 1-self-protection problem, we can produce a
better solution by using the polynomial-time approximation
scheme (PTAS) for MIS. For example, we can use the PTAS
proposed in [34] to approximate the MIS when the sensing
radius is the same in the network. Notice that the PTAS
runs in time polynomial of n and can achieve 1þ �
approximation for any additional parameter " > 0 for
MIS. Thus, it implies a 2ð1þ �Þ solution for the minimum
1-self-protection problem.

6.2 Implementation Issues

After the generation of the set of active nodes to achieve
p-self-protection, the dynamic maintenance of this set via
updates or rotations of active/nonactive roles is also an
important issue during implementation in sensor networks,
since each sensor node has limited power and resources.

To balance the energy consumption, one simple method is

generating a certain number of p-self-protection sets and

rotating the active set among these sets. Notice that

our proposed methods generate a unique p-self-protection

setM; however, by changing the criteria of selecting the MIS

we still can get several different sets M. For example, in

centralized methods, we can use different rankings. In

localized methods, we can use criteria other than ID to select

MIS nodes, such as node degree or remaining energy.

Assume that we can generate k sets Mi ði 2 ½1; k�Þ, each of

which can guarantee the p-self-protection of the network.

Then, how to schedule the rotations of these k sets to

maximize the lifetime of the sensor network is also an

interesting problem. Assume that setMi will be activated for

ti seconds, and each sensor vj ðj 2 ½1; n�Þ has limited energy

that can support it to be active for at most Tj seconds. Let

fði; jÞ indicate whether sensor vj 2Mi. Then, fði; jÞ ¼ 1 if

vj 2Mi; otherwise, fði; jÞ ¼ 0. Thus, the maximum lifetime

scheduling is equivalent to solving the linear programming

max
Pk

i¼1 ti with constrains
Pk

i¼1 ti � fði; jÞ � Tj for all

vj 2 V . The solution of ti ði 2 ½1; k�Þ is the size of active time

lot of each p-self-protection set Mi.
Another technique to balancing the energy consumption

is considering the energy as the priority criterion for the
selection of MIS and performing our algorithm periodically
with a preset time. In other words, we can let the node with
the most energy remaining have a higher priority to become
an MIS (i.e., to be active) instead of using nodes with the
highest rank (as in Algorithm 1) or highest ID (as in
Algorithm 2), since the active nodes will consume more
energy than those nonactive nodes. After a certain time, the
network reruns our algorithms to select a new active set
based on the current energy information. The update
processing is performed periodically. This way insures the
energy balance throughout the network. Energy-based
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clustering methods have also been studied in [35] and [36],
where they consider the remaining energy or energy
consumption rate as the criterion. On the other hand,
considering that the energy cost (or drain rate) for being
active at each node may be various, another variation of the
minimum p-self-protection problem can be defined. Assume
that each node u has a cost cðuÞ to be active. Instead of
minimizing the number of active nodes, the minimum cost
p-self-protection problem minimizes the total cost of active
nodes. The formal definition is given as follows:

Definition 3. Minimum cost p-selfself-protectionprotection is a selected
subset (denoted by MCSPp) of V to be set as active sensors
such that the sensor network is p-self -protected and the total
cost of active nodes ð

P
u2MCSPp

cðuÞÞ is minimized.

In [37], Wang et al. studied how to efficiently construct a
low-cost MIS and MCDS for weighted sensor networks
(i.e., approximation algorithms for finding an MIS or MCDS
with minimized total cost). We can directly apply their
method to select an MIS or MCDS in our algorithms. For
more details, please refer to [37].

Notice that so far, we only consider a static sensor
network where no sensor node moves and no sensor node is
added or removed after the initial deployment. If the
network allows node insertion and deletion, dynamic
update procedures are needed for the proposed methods.
Usually, there are two kinds of update methods: local
update and global update. A local update will only affect
the local neighborhood where the change occurs, while a
global update basically reruns the construction algorithm in
the whole network. There are also two ways to run the
update method: on-demand update or periodical update.
Most of the existing clustering algorithms using CDS or
MIS are invoked periodically, while some algorithms
(such as [36]) perform the updating only when it is required
(i.e., on-demand). Our algorithm can adapt and combine
both of these two update methods. If there is no major
topology change (or no remarkable energy change for
weighted methods), no global update will be performed
until some preset timer expires. In other words, we perform
our algorithm periodically with a preset time for dynamic
networks. The time could be set quite long, depending on
the frequency and type of network change. This kind of
global update also insures the load balance throughout the
network. However, for some major topology change (such
as a large number of sensors died) or tremendous change of
energy among the network (such as a big drop of energy
level in many active nodes), an on-demand global update
will be performed. Notice that not every topology change
needs to trigger an update. It is clear that if a new node is
already protected by p sensors or a nonactive node is
deleted from the network, no update is needed. If a new
node does not have enough protection or an active node
that provides protections to other nodes is removed from
the network, an update is needed. However, if the number
of sensors added or removed is not large, we can just
perform a local update in the neighborhood where the
insertion or deletion happened. For example, if a new node
has less than p active neighbors, it can simply select several
nonactive neighbors to request the protection by sending

the message ReqProtection. Notice that this kind of local
update may hurt the approximation ratio of the method in
the whole network. Therefore, it remains an open problem
how to update the active set efficiently while preserving the
approximation quality of the protection.

7 SIMULATIONS

In this section, we conduct extensive simulations on random
networks to study the performances of our proposed
algorithms. Since existing methods in [18] and [19] are only
for 1-self-protection and do not have a constant approxima-
tion ratio, we do not implement their solutions for
comparison here. In our experiments, we randomly gener-
ated a set V of n wireless sensors and the induced sensing
graph GðV Þ and then tested the connectivity and the
minimum degree of GðV Þ. If it is connected and the
minimum degree is larger than or equal to the desired self-
protection level p, we construct our proposed distributed
algorithm (in Section 3) on GðV Þ to select the active sensor
sets supporting p-self-protection and measure the total
number of active sensors in these sets. Then, we apply our
algorithm in Section 4 to construct the connected backbone
among all active sensors and provide p-self-protection. Fig. 4
shows two sets of examples ðn ¼ 100 and 300; p ¼ 1 and 2Þ
;of the active sets and the backbones generated by our
proposed algorithms.

In the experimental results presented here, n wireless
sensors are randomly distributed in a 500 m� 500 m
square, and the sensing range and transmission range
are all set to 100 m. We tested all algorithms by varying
n from 100 to 500, where 50 vertex sets are generated for
each case to smooth the possible peak effects. The average is
computed over all these 50 vertex sets. Notice that the
parameter setting of our experiments here are just for
demonstrations. We have tried other various settings, and
the results and performances are stable; due to space
limitations, we cannot present all of them here.

7.1 Self-Protection

First, we apply Algorithm 2 to provide p-self-protection to
the sensor networks generated randomly. We set
p ¼ 1; 2; and 3. The results on different sizes of sensor
networks (with 100 to 500 sensors) are plotted in Fig. 5.
Fig. 5a shows the average number of active sensors
generated by Algorithm 2. It is clear that a higher self-
protection level p requires more active sensors. This is also
illustrated in Figs. 4b, 4c, 4g, and 4h. However, for a certain
level p, the number of active sensors increases very slightly
and slowly when the number of sensors increases. For
example, for the network with 500 sensors, only 30 of them
need to be activated to achieve 1-self-protection, which is
similar for the network with 100 sensors. Figs. 5b and 5c
show the number of messages used by Algorithm 2. Notice
that even if the number of total messages used increases
with the number of sensors, the number of messages per
sensor keeps almost stable at the same low level. This
confirms our message complexity analysis result OðnÞ in
Section 3.2.

We also test the effect of the sensing and transmission
ranges on a fixed-size sensor network with 300 sensors. We
set p ¼ 1; 2; and 3. The results are plotted in Fig. 6. Fig. 6a
shows the average number of active sensors generated by
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Algorithm 2. Again, a higher self-protection level p requires
more active sensors. It is also interesting that the number of
active sensors decreases while the range increases. In other
words, for a fixed sensor network, a larger sensing range
can reduce the number of active sensors needed for self-
protection. It is reasonable, since an active sensor with a
larger range can protect more sensors. If the range is
infinite, the sensing graph becomes a completed graph,
where only p active sensors is needed to achieve
p-self-protection. Thus, there is a trade-off between the
sensing range and the size of the active set. Figs. 6b and 6c
show the number of messages used by Algorithm 2, which
is stable for various ranges.

7.2 Self-Protection with Connectivity

In Section 4, we studied how to select the active sensors
such that the network is p-self-protected and all active
sensors form a connected backbone. Figs. 4d, 4e, 4i, and 4j
illustrate the active sensors and the formed backbone. We
implement and test two methods to do so. The first method
(method 1) first builds a CDS (by selecting an MIS M1 and
finding connectors to connect three-hop-away sensors in
M1), then selects p� 1 rounds of MIS ðMi; i 2 ½2; p�Þ, and
activates one neighbor for MIS sensors with less than
p protectors. The second method (method 2) first runs
Algorithm 2 to achieve p-self-protection, then finds con-
nectors to connect three-hop-away MIS sensors who are not
connected by other MIS sensors yet. Fig. 7 shows the
numbers of active sensors for both 1-self-protection with
connectivity and 2-self-protection with connectivity. Notice
that to achieve connectivity, we need to keep more sensors
active. Method 2 outperforms method 1 by activating fewer
sensors. The reason is that many MIS sensors in M1 are
already connected by MIS sensors in later rounds since
method 2 finds the connectors after p rounds of MIS. It is
also clear in Fig. 7 that 2-self-protection needs more active
sensors than 1-self-protection. Finally, the size of the

backbone increases slightly when the network becomes
denser.

8 RELATED WORK

WSNs have drawn a lot of attention recently due to their
unique capability and wide spectrum. Many research
activities on sensor networks are focused on how to balance
the quality of protection [4], [5], [6], [7] (coverage) or fault
tolerance [8], [9], [10], [11] or both [12], [13], [14], [15] with
energy consumption of the sensors.

Sensor coverage is a key design issue in many sensor
network applications. Cardei and Wu [16] and Dietrich and
Dressler [17] provided complete surveys on the sensor
coverage problem. The most studied coverage problem is
the area coverage problem, where the main objective of the
sensor network is to cover (monitor) an area, i.e., every
point in the area should be covered or k-covered by
sensors [38]. Kumar et al. [6] studied the k-coverage problem
in sensor networks and proposed a sleep/active schedule to
minimize energy consumption. In [7], they considered
barrier coverage, where the sensors can be used as barriers.
They defined the concept of k-barrier coverage (crossing a
barrier of sensors will always be detected by at least k active
sensors) and provided efficient algorithms to determine
whether a given belt region is k-barrier covered or not.
In [4] and [5], the authors defined the maximal breach path
and the maximal support path to measure the quality of
coverage and studied efficient methods to solve the
coverage problem under such measurements.

Fault tolerance is another key challenge in sensor
networks. To make fault tolerance possible, the network
topology must have k-connectivity or multiple paths
between any two wireless devices. The authors of [8], [39],
and [40] studied how to set the transmission radius to
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Fig. 4. Active sets generated by our self-protection algorithms for sensing graph G1 with 100 sensors and sensing graph G2 with 300 sensors. Here,

black squares are active nodes, and gray dots are nonactive nodes. The black links in (d), (e), (i), and (j) are the links in the backbone keeping the

active sensors connected. (a) Sensing graph G1. (b) 1-self-protection. (c) 2-self-protection. (d) 1SPþconnectivity. (e) 2SPþconnectivity. (f) Sensing

graph G2. (g) 1-self-protection. (h) 2-self-protection. (i) 1SPþconnectivity. (j) 2SPþconnectivity.



achieve the k-connectivity with certain probability for a
random network, while the authors of [10] and [41] studied
how to find a small transmission range for each node such
that the resulting communication graph is k-connected. The
authors of [11], [9], and [13] proposed localized algorithms
to build k-connected topologies.

Until recently, coverage and connectivity problems have
been studied together in sensor networks. Xing et al. [15]
designed an integrated coverage configuration protocol to
provide both certain degrees of coverage and connectivity
guarantees. Zhang and Hou [12] proposed a decentralized
density control algorithm to maintain sensing coverage
and connectivity in high-density sensor networks. Both
[15] and [12] proved that if the transmission range is at
least twice the sensing range, complete 1-coverage of a
convex area implies connectivity among the working set of
nodes. Recently, Bai et al. [14] has studied the optimal
deployment pattern to achieve both 1-coverage of an area

and 2-connectivity of the sensors. Zhou et al. [13] proposed
a set of distributed algorithms to achieve a k-connected and
k-covered sensor network by using a localized Voronoi
graph and an extended relative neighborhood graph.

Notice that the p-self-protection problem studied here
and in [18] and [19] is different from both k-coverage
and k-connectivity problems. It focuses on providing
p-protection to sensor nodes themselves.

9 CONCLUSION

A WSN is p-self-protected if at any moment, for any
wireless sensor (active or nonactive), there are at least
p active sensors that can monitor it. The problem of
finding minimum p-self-protection is NP-complete. In this
paper, we gave both centralized and distributed methods
that can find a p-self-protection set whose size is within at
most 10 times of the optimum when the sensing ranges of
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Fig. 5. Results for p-self-protection ðp ¼ 1; 2; 3Þ when the number of

sensors increases from 100 to 500. (a) Average number of active

sensors. (b) Average number of messages. (c) Average number of

messages per sensor.

Fig. 6. Results for p-self-protection ðp ¼ 1; 2; 3Þ when the sensing/

transmission range increases from 75 to 225. (a) Average number of

active sensors. (b) Average number of messages. (c) Average number

of messages per sensor.



all sensors are uniform. When sensing ranges are
heterogeneous, we proved that our methods can find a
p-self-protection set with approximation ratio Oðlog2 �Þ,
where � is the ratio of the maximum sensing range over
the minimum sensing range in the network. We also
presented efficient methods that can achieve both self-
protection and connectivity simultaneously. Our simula-
tion confirms the performances of the proposed algo-
rithms. We left the further study of the proposed methods
in real testbeds as one of our future work.

A number of interesting and important questions that we
did not address here are left for future research. The first
question is to find a small set of sensors that itself is a
k-connected backbone and provides p-self-protection. Even
though Theorem 5 gives a general framework to achieve
this, there is still no simple approximation algorithm that
can build a k-connected backbone efficiently. The second
question is how to efficiently update the active set in mobile
environments while preserving the approximation quality
of the protection. The third question is that when the current
sensors cannot provide p-self-protection, how do we add the
smallest number of sensors such that the new network
provides p-self-protection. The fourth question is to find a
good approximation algorithm for scheduling the active
sensors such that the lifetime of the network is maximized
while the active sensors always provide p-self-protection.

Notice that in this paper, we did not specify what kind
of sensing modality is used for providing the protection. In
different sensing applications, the network may use
different sensing devices (such as a camera, sonar, or
radio) or combinations of devices to provide protection.
The sensing range may also be different from the
communication range (larger or smaller than it). Notice
that even if we use radio as the sensing modality (i.e., the

sensing range is the communication range), the connectiv-
ity problem is still different with the self-protection
problem. A k-connected backbone will only provide
k-protection for all active sensors, while k-self-protection
also requires k-protection for all nonactive sensors.

Besides the sensor networking applications, we are
also interested to find more potential applications for the
proposed methods, such as usage in building a distrib-
uted intrusion detection system (IDS) or a dynamic trust
model for large-scale ad hoc networks. In a distributed
IDS, several IDS nodes need to be selected to protect and
monitor parts of the network. Each IDS node may only
be used for protection of nodes in a certain range (e.g.,
k-hop neighbors), and each node in the network needs
p IDS nodes to protect. Therefore, our proposed algo-
rithms can be used for the selection of the IDS nodes,
which aims to minimize the number of IDS nodes while
maintaining the p-protection for all nodes (including IDS
nodes themselves). This problem is the same as the
p-self-protection problem we studied above. Here, IDS
nodes are just the “active” sensors, and other non-IDS
nodes are the “nonactive” sensors.
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