
1. CS450 - Operating Systems
2. 3 Credit Hours (3 lecture hours)
3. Course Manager – Dr. Zhiling Lan, Associate Professor
4. Teacher Supplied Material - http://moss.cs.iit.edu/cs450/
5. Introduction to operating system concepts-including system organization for uniprocessors and multiprocessors, scheduling algorithms, process management, deadlocks, paging and segmentation, files and protection, and process coordination and communication.

Prerequisite: CS351

Required for Computer Science majors

6. Students should be able to:
· Explain the range of requirements that a modern operating system has to address. 

· Define the functionality that a modern operating system must deliver to meet a particular need.

· Articulate design tradeoffs inherent in operating system design. 

· Explain the concept of a logical layer. 

· From the perspective of building operating systems, explain the benefits of building these layers in a hierarchical fashion. 

· Describe how the resources of the computer system are managed by software. 

· Relate system state to user protection.

· Justify the presence of concurrency within the framework of an operating system. 

· Demonstrate the potential run-time problems arising from the concurrent operation of many (possibly a dynamic number of) tasks. 

· Summarize the range of mechanisms (at an operating system level) that can be employed to realize concurrent systems and be able to describe the benefits of each. 

· Explain the different states that a task may pass through and the data structures needed to support the management of many tasks.

· Compare and contrast the common algorithms used for both preemptive and non-preemptive scheduling of tasks in operating systems. 

· Describe relationships between scheduling algorithms and application domains. 

· Investigate the wider applicability of scheduling in such contexts as disk I/O, networking scheduling, and project scheduling.

· Introduce memory hierarchy and cost-performance tradeoffs. 

· Explain what virtual memory is and how it is realized in hardware and software. 

· Examine the wider applicability and relevance of the concepts of virtual entity and of caching. 

· Evaluate the trade-offs in terms of memory size (main memory, cache memory, auxiliary memory) and processor speed. 

· Defend the different ways of allocating memory to tasks on the basis of the relative merits of each.

· Summarize the features of an operating system used to provide protection and security, and describe the limitations of each of these. 

· Summarize the full range of considerations that support file systems.

The following Program Outcomes are supported by the above Course Outcomes:

a. An ability to apply knowledge of computing and mathematics appropriate to the discipline

b. An ability to analyze a problem, and identify and define the computing requirements appropriate to its solution.
h. Recognition of the need for, and an ability to engage in, continuing professional development.
j. An ability to apply mathematical foundations, algorithmic principles, and computer science theory in the modeling and design of computer-based systems in a way that demonstrates comprehension of the tradeoffs involved in design choices.
l. Be prepared to enter a top-ranked graduate program in Computer Science.

7. Major Topics Covered in the Course
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Final exam review
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