
1. CS451 - Introduction to Parallel and Distributed Computing
2. 3 Credit Hours (3 lecture hours)
3. Course Manager – Dr. Ioan Raicu, Assistant Professor 
4. Distributed and Cloud Computing: Clusters, Grids, Clouds, and the Future Internet (DCC) by Kai Hwang, Jack Dongarra & Geoffrey C. Fox (Required).
5. This course covers general introductory concepts in the design and implementation of parallel and distributed systems covering all the major branches such as cloud computing, grid computing, cluster computing, supercomputing, and many-core computing.

Prerequisites: CS450

Elective for Computer Science majors

6. Students should be able to:
· Explain the range of requirements that a modern parallel and distributed systems have to address. 

· Define the functionality that a modern parallel and distributed system must deliver to meet a particular need. 

· Articulate design tradeoffs inherent in large-scale parallel and distributed system design. 

· Describe how the resources in a parallel and distributed system are managed by software. 

· Justify the presence of concurrency within the framework of a parallel and distributed system. 

· Demonstrate the potential run-time problems arising from the concurrent operation of many (possibly a dynamic number of) tasks in a parallel and distributed system. 

· Summarize the range of mechanisms (in a distributed system) that can be employed to realize concurrent systems and be able to describe the benefits of each. 

· Understand the memory hierarchy and cost-performance tradeoffs. 

· Explain what virtualization is and how it is realized in hardware and software. 

· Examine the wider applicability and relevance of caching. 

· Summarize the features of a parallel and distributed system. 

· Understand the difference between a local, shared, parallel, and distributed filesystem. 

· Summarize the full range of considerations that support parallel and distributed file systems. 

· Understand the difference between the different paradigms of parallel and distributed systems, such as Cluster Computing, Grid Computing, Supercomputing, Cloud Computing, and Peer-to-Peer Computing. 

· Understand the different programming paradigms of parallel and distributed systems, such as high-performance computing, high-throughput computing, and many-task computing. 

· Understand GPU architectures and programming 

· Understanding the difference between SIMD and MIMD architectures, and their implications on programming models. 

· Have the ability to performance evaluation and tuning of parallel and distributed applications.
The following Program Outcomes are supported by the above Course Outcomes:

a. An ability to apply knowledge of computing and mathematics appropriate to the program's student outcomes and to the discipline.

b. An ability to analyze a problem, and identify and define the computing requirements appropriate to its solution.

h. Recognition of the need for, and an ability to engage in, continuing professional development.

j. An ability to apply mathematical foundations, algorithmic principles, and computer science theory in the modeling and design of computer-based systems in a way that demonstrates comprehension of the tradeoffs involved in design choices.

l. Be prepared to enter a top-ranked graduate program in Computer Science.
7. Major Topics Covered in the Course

· Distributed System Models

· High-Performance Computing 

· Grid Computing 

· Cloud Computing 

· Many-core Computing 

· Many-Task Computing 

· Programming Systems and Models 

· Processes and threads 

· MapReduce 

· Workflow Systems 

· Virtualization 

· Distributed Storage & Filesystems 

· Data-Intensive Computing 

· Distributed Hash Tables 

· Consistency Models 

· Fault Tolerance 

· Performance analysis and tuning 

· Parallel architectures 

· Multithreaded programming 

· GPU architecture and programming 

· Message passing interface
