1 Analysis of algorithms

We now return to the problem that originally led us into the discussion of probability:

Consider the algorithm to find the maximum of \( n \) numbers \( x_1, x_2, \ldots, x_n \):

```plaintext
1: \( m \leftarrow 1 \)
2: for \( k \leftarrow 2 \) to \( n \) do
3: if \( x_k > x_m \) then
4: \( m \leftarrow k \)
5: end if
6: end for
7: return \( m \)
```

To analyze this algorithm we want to know exactly how many times each of the instructions is executed; but for the moment, let us ask only how many times the statement "\( m \leftarrow k \)" in line 4 is executed. The answer, of course, depends not on the particular values of the \( x_i \), but rather on their relative order: If \( x_1 \) is the maximum of the \( n \) elements, the statement will never be executed. If \( x_1 < x_2 < \cdots < x_n \) then the statement will be executed \( n - 1 \) times. For how many of the relative arrangements of the inputs \( x_1, x_2, \ldots, x_n \) will the statement be executed exactly \( i \) times? The answer to this question is at the heart of the analysis of the algorithm.

We have shown that the best case of algorithm 1 is zero assignments and in the worst case there are \( n - 1 \) assignments. But what about the average case? Let’s examine the case where \( n = 3 \). The following is list of all the possible outcomes of relative \( x_i \), for \( i = 1, 2, 3 \)

<table>
<thead>
<tr>
<th>Relative Order</th>
<th>Assignments</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 &lt; x_2 &lt; x_3 )</td>
<td>2</td>
</tr>
<tr>
<td>( x_1 &lt; x_3 &lt; x_2 )</td>
<td>1</td>
</tr>
<tr>
<td>( x_2 &lt; x_1 &lt; x_3 )</td>
<td>1</td>
</tr>
<tr>
<td>( x_2 &lt; x_3 &lt; x_1 )</td>
<td>0</td>
</tr>
<tr>
<td>( x_3 &lt; x_1 &lt; x_2 )</td>
<td>1</td>
</tr>
<tr>
<td>( x_3 &lt; x_2 &lt; x_1 )</td>
<td>0</td>
</tr>
</tbody>
</table>

\[ \text{average number of assignments} = \frac{2 + 1 + 1 + 0 + 1 + 0}{6} = \frac{2 \times 0 + 3 \times 1 + 1 \times 2}{6} = \frac{5}{6} \]

It is possible to do this for three, maybe even four, but we need to generalize this argument for a list of length \( n \).

We can make some easy observations first: How many inputs of length \( n \) have 0 swaps? There are \((n - 1)!\), since there are \((n - 1)!\) permutations with \( x_1 \) as the maximum. How many inputs of length \( n \) have \( n - 1 \) swaps? There is 1, since only when the elements are in increasing order does this occur.

We now need to know the general case: How many inputs of length \( n \) cause \( i \) assignments? Let’s call this number \( P_n(i) \).

We have the following two possibilities (either with an execution at the last step or without):
But applying the rules of sum and product, we have:

\[ P_n(i) = P_{n-1}(i-1) + (n-1)P_{n-1}(i) \]

From the discussion above we also know that

\[ P_n(0) = (n-1)! \]

and

\[ P_n(n-1) = 1. \]

2 Expected value

Now we know the number of permutations with \( i \) swaps, but what about the average case? What is the expected number of swaps? First we need to understand what “expected value” means. If an event has \( k \) possible outcomes of “cost” \( c_1, c_2, \ldots, c_k \) which occur with probabilities \( p_1, p_2, \ldots, p_k \), respectively, the expected value of the cost is the sum

\[ \sum_{i=1}^{k} p_i \times c_i. \]

For example, in Three Card Monte, the famous con game, A dealer has three cards on a table, a “money card” and two others. The money card is typically the Queen of Hearts and the other cards are typically the Jack of Spades and Jack of Clubs. A player is asked to bet that they can find the money card after the dealer has turned the cards face down and expertly re-arranged them. The player guesses which card is the Queen and wins if he guesses correctly. The wager is lost if the player is wrong.

If the player just guesses at the location of the Queen, the expected value of a fair version of Three-Card Monte is easy to calculate because there are only two possible outcomes. There’s a 1 in 3 chance of winning the wager and 2 in 3 chance of losing it. Therefore, the expected value for a dollar wagered, is

\[ \frac{1}{3} \times 1 + \frac{2}{3} \times (-1) = -\frac{1}{3}. \]

In other words, for every dollar wagered, on average, you will lose a third of it. Of course, the player believes that if he watches closely, he can follow the Queen at all times and know where it ends up when the dealer is done shuffling. If that were true, the expected value would be

\[ \frac{1}{1} \times 1 + \frac{0}{1} \times (-1) = 1. \]
However, during shuffling a skilled dealer stacks up two cards in one hand and can throw either the bottom card or the top card down at will. When executed correctly, the player can’t tell which of the two cards was thrown. Therefore, it becomes a game of chance for the player whose expected gain is $-\frac{1}{3}$.

Now, back to the algorithm. Because each permutation of the input is equally likely, that is occurs with probability $\frac{1}{n!}$, the expected value is just the sum of the $i$ divided by the number of permutations, or:

$$\text{average case} = \frac{\sum_{i=0}^{n-1} iP_n(i)}{n!} = \frac{n-1}{i} \frac{P_n(i)}{i!} = \sum_{i=0}^{n-1} iPr(i)$$

By the definition of probability, $Pr(i) = \frac{P_n(i)}{n!} = p_n(i)$, where $p_n(i)$ is the probability of executing $i$ assignments in a list of length $n$.

The initial conditions for $P_n$ tell us that $p_n(0) = 1/n$ and $p_1(i) = \begin{cases} 1 & i = 0, \\ 0 & i > 0. \end{cases}$

Since $P_n(i) = P_{n-1}(i-1) + (n-1)P_{n-1}(i)$:

$$p_n(i) = \frac{P_n(i)}{n!} = \frac{P_{n-1}(i-1)}{n!} + \frac{(n-1)P_{n-1}(i)}{n!} = \frac{1}{n}p_{n-1}(i-1) + \frac{n-1}{n}p_{n-1}(i), i \geq 1$$

This gives us the recurrence relation between the probabilities. You can see this from the below table showing some values of $p_n(i)$:

<table>
<thead>
<tr>
<th></th>
<th>$i = 0$</th>
<th>$i = 1$</th>
<th>$i = 2$</th>
<th>$i = 3$</th>
<th>...</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 1$</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>...</td>
</tr>
<tr>
<td>$n = 2$</td>
<td>1/2</td>
<td>1/2</td>
<td>0</td>
<td>0</td>
<td>...</td>
</tr>
<tr>
<td>$n = 3$</td>
<td>1/3</td>
<td>1/2</td>
<td>1/6</td>
<td>0</td>
<td>...</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Let us consider the **probability generating function** defined as:

$$P_n(x) = p_n(0)x^0 + p_n(1)x^1 + p_n(2)x^2 + p_n(3)x^3 + \cdots = \sum_{i=0}^{\infty} p_n(i)x^i$$

Notice that

$$P_n'(1) = 0 \cdot p_n(0) + 1 \cdot p_n(1) + 2 \cdot p_n(2) + \cdots = \sum_{i=0}^{\infty} i \cdot p_n(i).$$

So, for example, $P_1'(1) = 0$, $P_2'(1) = 1/2$, and $P_3'(1) = 1/2 + 1/3 = 5/6$. We would like to determine $P_n(x)$. First, recall the special case of $p_n(0) = \frac{1}{n}$. We have:

$$P_n(x) = \sum_{i=0}^{\infty} p_n(i)x^i$$
\[
\begin{align*}
\text{We can now find the derivative of } P_n(x) \text{ with respect to } x:\n\frac{d}{dx} P_n(x) &= \frac{d}{dx} \left( \frac{x + n - 1}{n} \right) P_{n-1}(x) + \left( \frac{x + n - 1}{n} \right) P'_{n-1}(x) \\
&= \frac{1}{n} P_{n-1}(x) + \left( \frac{x + n - 1}{n} \right) P'_{n-1}(x),
\end{align*}
\]

so that
\[
P'_n(1) = \frac{1}{n} P_{n-1}(1) + P'_{n-1}(1)
\]

By the definition of \( P(n) \), we know that \( P_{n-1}(1) = 1 \). This gives us:
\[
P'_n(1) = \frac{1}{n} + P'_{n-1}(1)
\]

Hence
\[
P'_n(1) = \frac{1}{n} + P'_{n-1}(1)
\]
\[= \frac{1}{n} + \frac{1}{n-1} + \mathcal{P'}_{n-2}(1)\]
\[= \frac{1}{n} + \frac{1}{n-1} + \frac{1}{n-2} + \cdots + \frac{1}{2} + \mathcal{P'}_{1}(1)\]
\[= H_{n-1}\]
\[\approx \ln n\]

When we get such a simple answer after a complicated derivation, we should ask ourselves whether a simpler derivation is possible. The answer is yes (though our more complicated method above will be needed later, when we ask for more sophisticated information). Notice that an important basic principle holds:

The expectation of the sum = the sum of the expectations.

That means that if \(q_k\) is the probability that (in the algorithm) a new maximum element is found at iteration \(k > 1\), then the its contribution to the expected value is \(1 \times q_k = q_k\). Of the \(k\) possible relative sizes of \(x_k\) among the first \(k - 1\) values, all equally likely, the assignment statement is made only for one relative size: \(x_k\) must be larger than the first \(k - 1\) values. Thus \(q_k = 1/k\) and the expected number of executions of the assignments statement is \(\sum_{1<k \leq n} 1/n = H_n - 1\).

3 Two Similar Problems

With that analysis under our belt, we can look at two similar problems.

3.1 Weather Records

First, how often are records set? That is, suppose we look at expected rainfall and ask how often does the rainfall in a given year exceed the rainfall in all previous years (thus setting a new record)? To address this problem we make the (not entirely convincing) assumption that the amount rainfall in a year is independent of rainfall in prior years. The problem is then identical to our algorithm analysis above because we can view each time we see a new largest element as setting a record; the only difference is that the first year’s rainfall is (by definition) a new record. Thus the expected number of record-breaking years in a sequence of \(n\) years is \(H_n \approx \ln n\) (Question: What happened to the \(-1\) that occurs in the analysis of the maximum value algorithm?). For example, in New York City’s Central Park there were 6 record rainfall years in the 160-year period 1835–1994; \(H_{160} \approx 5.7\).

Another way to look at the problem is to ask, on the average, how long do we have to wait to see a weather record broken? Suppose, for example, we look at snowfall totals on Christmas Day in Chicago. There was no snow on Christmas 2011. What is the expected number of years we have to wait to see that amount of snow surpassed on Christmas Day (in other words, what is our expected wait for snow on Christmas)? We again make the assumption that the amount snowfall on Christmas Day in a year is independent of snowfall on Christmas Days in prior years. Let \(s_i\) be the Christmas snowfall for the \(i\)th year of the data, so \(s_1 = 0.0\) for 2011, \(s_2\) is the snowfall for 2012, etc. Let \(s_N\) be the first year after 2011 that beats the 2011 Christmas snowfall record. What is the probability that \(N > n - 1\), that is, that the record is broken only after all previous values, \(s_1, s_2, \ldots, s_{n-1}\)? We’ve seen from our analysis of the maximum algorithm that (because of the independence assumption) the probability is \(1/(n - 1)\) that the maximum of \(s_1, s_2, \ldots, s_{n-1}\) occurs at
s_1. In short,
\[ \Pr(N > n - 1) = \frac{1}{n - 1}. \]
Similarly,
\[ \Pr(N > n) = \frac{1}{n}. \]
But,
\[ \Pr(N = n) = \Pr(N > n - 1) - \Pr(N > n) \]
(that is, the probability that \( N \) is bigger than \( n - 1 \) but not bigger than \( n \)). In other words,
\[ \Pr(N = n) = \frac{1}{n - 1} - \frac{1}{n} = \frac{1}{n(n - 1)}. \]
Now we can calculate the expected future year in which the snowfall exceeds \( s_1 \):
\[ E(N) = \sum_{n=2}^{\infty} n \Pr(N = n) = \sum_{n=2}^{\infty} \frac{1}{n(n - 1)} = \infty \]
because the harmonic series diverges. In other words, our expected wait for snow on Christmas Day is infinite! The difficulty here is that the “average value” does not give us very useful information: what we really want here is the full distribution \( \Pr(N = n) = \frac{1}{n(n - 1)}, \quad n > 1 \), which tells the probability that we get snow for Christmas in the \( n \) year: the odds are 50% next year, 16.666\ldots% the year after that, and so on. But if it doesn’t snow next Christmas, the same logic tells us that then the likelihood is (again) 50% the following year, not 16.666\ldots%. Can you explain what is going on?

### 3.2 Cracker Jack Prizes

Our second problem is a bit more complex. Cracker Jack, the caramel-covered popcorn treat, has a small toy as a prize in each box; if there are \( n \) different prizes, how many boxes would one expect to buy to get a complete set of prizes? (Mathematicians call this the “coupon collector’s problem”.) Because the expectation of the sum is the sum of the expectations, the answer is the expected number of boxes to get the first prize, plus the expected number of boxes to get the second prize (that is, a prize that differs from the first prize we got), plus the expected number of boxes to get the third prize (that is, a prize that differs from the first two prizes we got), etc.

Let \( E_1 \) be the expected number of boxes we must buy to get \( i \)th new prize. Clearly, \( E_1 = 1 \) because the first prize we get is not a duplicate of a previously obtained prize. Using the rules of sum and product, let’s examine what happens as we buy more boxes hoping to get a second toy. Getting a new toy on the second box we buy has probability \( (n - 1)/n \) because any of \( n - 1 \) prizes would be okay; if that fails (with probability \( 1/n \) we get the toy we already had), the probability of getting a new toy on the next box we buy is \( (n - 1)/n^2 \) for a total probability of their product \( (n - 1)/n^2 \). In general, to get a new toy on the \( k \)th box means we failed \( k - 1 \) times (that is, we got a duplicate of the first toy \( k - 1 \) times) and succeeded on the \( k \)th try; that probability is \( (n - 1)/n^k \). The expected value is thus
\[ E_2 = \sum_{k=1}^{\infty} k \times \frac{n - 1}{n^k} = \frac{n - 1}{n} \sum_{k=1}^{\infty} \frac{k}{n^k} = \frac{n}{n - 1}. \]
The last summation (left as an exercise) comes from substituting \( x = 1/n \) in the derivative of \((1 - x)^{-1}\),
\[ 1 + 2x + 3x^2 + 4x^3 + \cdots = \frac{1}{(1 - x)^2}. \]
What about getting a third toy differing from our first two toys? The analysis is similar: To get such a toy in the $k$th box we buy we must get a duplicate of one of our two toys $k-1$ times [probability $(2/n)^{k-1}$], then succeed in getting a new toy in the $k$th box [probability $(n-2)/n$]. Thus

$$E_3 = \sum_{k=1}^{\infty} k \times \left(\frac{2}{n}\right)^{k-1} \frac{n-2}{n} = \frac{n-2}{n} \sum_{k=1}^{\infty} k \times \left(\frac{2}{n}\right)^{k-1} = \frac{n}{n-2}$$

[substituting $x = 2/n$ in the derivative of $(1-x)^{-1}$].

Doing this calculation for the $t$th new toy, we find

$$E_t = \frac{n}{n-t+1}$$

and hence the expected number of boxes we must purchase to get $n$ different toys is

$$\sum_{t=1}^{n} E_t = \sum_{t=1}^{n} \frac{n}{n-t+1} = n \sum_{t=1}^{n} \frac{1}{n-t+1} = n \left(\frac{1}{n} + \frac{1}{n-1} + \cdots + \frac{1}{1}\right) = nH_n.$$

The above analysis tells, for example, that we have to roll a normal 6-sided die an average of $6H_6 = 6 \times 49/20 = 14.7$ times to see all 6 sides come up.

**Exercise** In the “birthday problem” what is the expected number of people we need in a room to get at least one person with each possible birthday?

**Exercise** Suppose there are $N$ possible coupons and the coupons come in packs of $k$ different coupons (say, like baseball cards used to come). If we start with $n$ different coupons and buy a pack of $k$ cards; what is the probability that we then have $m > n$ different coupons?