1. (3 points) Show in detail that the running time to sort in increasing order using QUICKSORT is $T(n^2)$ when the array $A$ contains distinct elements and is initially sorted in decreasing order.

2. (3 points) Stack depth for QUICKSORT - The QUICKSORT algorithm of Section 7.1 contains two recursive calls to itself. After the call to PARTITION, the left sub array is recursively sorted and then the right sub array is recursively sorted. The second recursive call in QUICKSORT is not really necessary; it can be avoided by using an iterative control structure. Good compilers provide this technique, called tail recursion. Consider the following version of quick sort, which simulates tail recursion.

   QUICKSORT'(A, p, r)
   1 while p < r
   2   do     // Partition and sort left sub array.
   3       q = PARTITION (A, p, r)
   4       QUICKSORT'(A, p, q - 1)
   5       p = q + 1

2a) Argue that QUICKSORT'(A, 1, length [A]) correctly sorts the array $A$.

2b) Compilers usually execute recursive procedures by using a stack that contains pertinent information, including the parameter values, for each recursive call. The information for the most recent call is at the top of the stack, and the information for the initial call is at the bottom. When a procedure is invoked, its information is pushed onto the stack; when it terminates, its information is popped. Since we assume that array parameters are represented by pointers, the information for each procedure call on the stack requires $O(1)$ stack space. The stack depth is the maximum amount of stack space used at any time during a computation. Describe a scenario in which the stack depth of QUICKSORT' is $\Theta(n)$ on an n-element input array.

2c) Modify the code for QUICKSORT' so that the worst-case stack depth is $\Theta(lg n)$. Maintain the $O(n \ lg n)$ expected running time of the algorithm.

3. (4 points) Hoare Partition Correctness - The version of PARTITION given in chapter 7 is not the original partitioning algorithm. Here is the original partition algorithm, which is due to T. Hoare:

   HOARE-PARTITION(A, p, r)
   1 x ← A[p]
   2 i ← p - 1
   3 j ← r + 1
   4 while TRUE
   5   do repeat j ← j - 1
   6       until A[j] ≤ x
   7   repeat i ← i + 1
   8       until A[i] ≥ x
   9   if i < j
   10      then exchange A[i] ↔ A[j]
else return j

3a) Demonstrate the operation of HOARE-PARTITION on the array \( A = \{13, 19, 9, 5, 12, 8, 7, 4, 11, 2, 6, 21\} \), showing the values of the array and auxiliary values after each iteration of the for loop in lines 4–11.

The next three questions ask you to give a careful argument that the procedure HOARE-PARTITION is correct. Prove the following:

3b) The indices \( i \) and \( j \) are such that we never access an element of \( A \) outside the subarray \( A[p . . r] \).

3c) When HOARE-PARTITION terminates, it returns a value \( j \) such that \( p \leq j < r \).

3d) Every element of \( A[p . . j] \) is less than or equal to every element of \( A[j +1 . . r] \) when HOARE-PARTITION terminates.

4. (2 points) A certain Professor Amongus claims that a preorder traversal of a heap will list out its keys in sorted order. Draw a small example of a heap that proves him wrong. Do any of the three binary tree traversals (preorder, inorder, postorder) list the keys of a heap in any particular order?

5. (3 points) What are the minimum and maximum numbers of elements in a heap of height \( h \)?

6. (3 points) The code for MAX-HEAPIFY is quite efficient in terms of constant factors, except possibly for the recursive call in line 10, which might cause some compilers to produce inefficient code. Write an efficient MAX-HEAPIFY that uses an iterative control construct (a loop) instead of recursion.

7. (2 points) This problem requires you to use a heap to store items, but instead of using a key of an item to determine where to store the item in the heap, you need to assign a priority (key) to each item that will determine where it is inserted in the heap.

7a) Show how to assign priorities to items to implement a first-in, first-out queue with a heap.

7b) Show how to assign priorities to items to implement a first-in, last-out stack with a heap.

8. (4 points) The Hewlett-Packard HP9810A programmable desk calculator cost $2960 in 1971 and could perform about 100 instructions per second. Below is a table showing the sizes of the largest problems that it could solve in one minute. For less than this price, you can now buy a computer that is \( 10^6 \) times faster (\( 10^6 \) is about \( 2^{20} \) times faster). State the worst-case time complexity of each algorithm in the form “\( O(\ )\)” and then estimate the size of the largest problem that the modern computer could solve in the same amount of time (one minute).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>largest problem size in 1971</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Multiplying two ( n \times n ) matrices by the naïve algorithm.</td>
<td>( n = 6 )</td>
</tr>
<tr>
<td>(b) Heap sort on an array of ( n ) integers.</td>
<td>( n = 32 )</td>
</tr>
<tr>
<td>(c) Selection sort on an array of ( n ) integers.</td>
<td>( n = 32 )</td>
</tr>
<tr>
<td>(d) Linear search on an array of ( n ) integers.</td>
<td>( n = 200 )</td>
</tr>
</tbody>
</table>

You are advised to write down the mathematical equation that needs to be solved before you do any arithmetic, and set out your rough calculations as clearly as possible. It is enough to give order-of-magnitude answers, so long as they correctly indicate the relative values.

9. (1 point) What is the smallest possible depth of a leaf in a decision tree for a comparison sort? Explain why in detail.