1 Linear Programming Duality (based on Karloff’s book).

Here is how we build the dual in general. For eaohstraint in the primal, there is &ariable in the
dual. For eaclvariable in the primal, there is aonstraint in the dual.

PRIMAL DUAL
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To get the dual, a maximization problem, first turn aqyconstraints in the primal intg>’s by
negating both sides. Put the coefficients of the objectinetion on the right-hand side of the dual.
Read down the primal’s columns and use the entries in onergoto write down one dual constraint.
A dual variabley; is sign-constrained, > 0) if and only if the corresponding primal constraint is an
inequality; a dual constraint is an inequality if and onlyhe corresponding primal variable is sign-
constrained«; > 0). Remember, inequality in one problem corresponds to iaktgun the other.
Equality in one corresponds £ in the other.

Theorem 1.1 The dual of the dual isthe primal.

From our construction of the dual, a reasonable conjectun@ldvbe that ifw is feasible in the
primal andu is feasible in the dual, thesf'w > u”b. Itistrue. (If A ism x n, c andw aren-vectors
andu andb arem-vectors.)

Theorem 1.2 If w, u isa primal/dual feasible pair, cw > u7b.

Theorem 1.3 If alinear program has an optimal solution, so doesits dual, and their optimal costs are
identical.

A lot of mathematics (e.g., combinatorial optimization,theamatical economics) is based on this
theorem!
The dual of an LP in Standard form is an LP in pseudo-packingfas shown below.

PRIMAL DUAL

min 'z max by
st. Az =0b st. ATy <ec
x>0



Corollary 1.4 If we run Smplex on LPS, at termination (B~!)” ¢ isdual optimal (if an optimal point
exists).

If the primal is unbounded, the dual must infeasible. Otlgenwhow could"w > u”b, if ¢Tw can
be made arbitrarily small? Analogously, if the dual is unfibed, the primal is infeasible.

Corollary 1.5 Exactly one of these three cases occurs:
1. Primal and dual are both infeasible.

2. Oneisunbounded and the other isinfeasible.
3. Both have optimal points.

Theorem 1.6 (Complementary Slackness)
Let P bealinear programin general form:

P: min ¢’z
st. Alz = b, 1<i<h
Atz > b, h+1<i<m
r; > 0, 1<5<1
r; s 0, [+1<j<n.
Letitsdual be D : max y’b
sty < 0, 1<i<h
yi > 0, h+1<i<m
A;;y < ¢, 1<j<l
Ajy = ¢, I+1<j<n

Let w be primal feasible and let « be dual feasible. Then w is primal optimal and « isdual optimal if
and only if
(A'w — bj)u; =0fori=1,2,....m

and
wj(c; — A]Tu) =0forj=1,2,..,n.

(If a dual variable is nonzero, the corresponding primal constraint must be tight. If a primal variable
is nonzero, the corresponding dual constraint must be tight.)

Farkas’ Lemma is a remarkably simple characterization @$é¢Hinear systems that have solutions.
Via the Duality Theorem, its proof is trivial.

Theorem 1.7 Az < b hasa solution if and only if there is no nonnegative vector y satisfying A7y = 0
and b"y < 0.

A similar result, proven in the same way, is also known as &&irkemma:

Theorem 1.8 Az = b, z > 0 hasa solution if and only if there is no vector y < 0 satisfying A7y < 0
and b’y > 0.



