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Problem Description & Motivation

• Study interaction between network, memory and CPU
– Hardware is improving at different rates
– Flow of bytes between components
– CPUs involvement in rate of flow

• Predict appropriate hardware for a given high bandwidth 
workload

• Identify bottlenecks
• Visualize applications in pseudo-realtime
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Yearly Performance Improvement
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Historical Trends
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Our Approach

• Create a discrete event simulator
– Model network app components
– Flow of data between components
– Configurable parameters…

• Empirical study to collect component performance
• Profiling jobs

– Visualize use of components
• Achieved throughput, dropped packets
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Component Modeling

• NIC
– Tests over 10/100/1000 Mb/s running TCP and UDP

• Memory
– Cache Burst 32
– Measures L1 cache, L2 cache, and main memory read, write, and 

copy throughput & latency
• CPU

– Network processing
• packet/second CPU Cycles per byte of header processing 
• 2 copies: NIC buffer Kernel buffer User buffer
• Iperf over local loopback address

– MPEG
• CPU Cycles per byte of processing
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Benchmarks

• MPEG_sw
– software decoding (intensive CPU) and variable network traffic

• MPEG_hw
– hardware decoding and variable network traffic

• RAW
– Constant network traffic
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Video 1 Required Variable Throughput (Mb/s)

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9 2 2.1 2.2 2.3 2.4 2.5 2.6 2.7 2.8 2.9 3

Time (seconds)

Th
ro

ug
hp

ut
 (M

b/
s)

Required Throughput (Mb/s)



Computer Architecture Presentation 146/6/2004

Benchmark Results
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Bottleneck Shifting in Time
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Assumptions and Weaknesses

• LAN environment
– NO out of order arrival of packets
– NO “lost” packets
– NO erroneous packets

• Unidirectional traffic
– OK for modeling UDP, but oversimplification for TCP

• TCP/UDP/IP: 2 copies of data in protocol stack
• Future trends will follow past trends
• Empirical studies sampled only 3 machines
• Many details about network protocol stack and OS left 

untouched
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Related work

• Simulators
– SimOS: complete machine simulation environment that runs commercial 

OS
– M5: simulation system targeting network intensive workloads that runs 

unmodified commercial OS
– CSIM: discrete event simulator for describing parallel processor

architectures and software mappings
• Visualizations

– Visualization Tool (VT) 
– FlowScan: A Network Traffic Flow Reporting and Visualization Tool

• Empirical Studies
– The Architectural Costs of Streaming I/O: A Comparison of Workstations, 

Clusters, and SMPs
– Server Network I/O Acceleration: Fundamental to the Data Center of the 

Future
– lmbench: Portable Tools for Performance Analysis
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Conclusions

• Memory is not a bottleneck yet, but the gap is closing
• CPU is the bottleneck, but at the rate of increase in 

CPU speeds, it will not be a bottleneck for long
• At the current rate of network speed increases, we 

don’t foresee the network to be a bottleneck
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Solutions and Open Problems

• Multiple memory banks
• TCP offloading / Network processors
• Hardware threads
• Multiple processors (SMP)
• Use high speed cache memory for buffers
• 0-copy scheme
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