


ÅClock synchronization 

ïPhysical clocks 

ïSynchronization algorithms 

ÅLogical clock 

ïLamport timestamps 

ÅElection algorithms 

ïBully algorithm 

ïRing algorithm 

ÅDistributed mutual exclusion 

ïCentralized algorithm 

ïDistributed algorithm 

ïToken ring algorithm 

ÅDistributed deadlocks 
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ÅTime ordering and clock synchronization 

ÅLeader election 

ÅMutual exclusion 

ÅDistributed transactions 

ÅDeadlock detection 
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Å Solar day 
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Å Coordinated universal time (UTC) ï international standard 

based on atomic time 

ï Add leap seconds to be consistent with astronomical time 

ï UTC broadcast on radio (satellite and earth) 

ï Receivers accurate to 0.1 ï 10 ms 
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ÅTime is unambiguous in centralized systems 

ÅDistributed systems: each node has own system 

clock 

ïCrystal-based clocks are less accurate (1 part in million) 

ïwhat is the problem? 
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ÅEach clock has a maximum drift rate r 
Å1-r <= dC/dt <= 1+r 

ïTwo clocks may drift by 2r Dt  in time Dt 

ïTo limit drift to d => resynchronize every d/2r 

seconds 
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ÅSynchronize machines to a time server with a UTC 

receiver 

ÅMachine P requests time from server every d/2r 

seconds 
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ÅUsed in systems without UTC receiver 

ïKeep clocks synchronized with one another  

ïOne computer is master, other are slaves 

ïMaster periodically polls slaves for their times 

ïFailure of master => ? 
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ÅNetwork Time Protocol (NTP) 

ÅUses advanced techniques for accuracies 

of 1-50 ms 
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ÅFor many problems, internal consistency of 

clocks is important 

ïAbsolute time is less important 

ïUse logical clocks 

ÅKey idea: 

ïClock synchronization need not be absolute 

ïIf two machines do not interact, no need to 

synchronize them 

ïMore importantly, processes need to agree on the 

order in which events occur rather than the time at 

which they occurred 
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ÅEvents in a single processor machine are 

totally ordered 

ÅIn a distributed system: 

ïNo global clock, local clocks may be 

unsynchronized 

ïCan not order events on different machines 

using local times 
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