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Computer clusters using commodity processors, network 

interconnects, and operating systems.
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Computational Resources 
(size approximate - not to scale)

SDSC

TACC

UC/ANL

NCSA

ORNL

PU

IU

PSC

NCAR

2007
(504TF)

2008

(~1PF)
Tennessee

LONI/LSU

Grids tend to be composed of multiple clusters, 

and are typically loosely coupled, 

heterogeneous, and geographically dispersed

Tommy Minyard, TACC
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• An instrument (cyberinfrastructure) that delivers high-end IT resources -

storage, computation, visualization, and data/service hosting - almost all of 

which are UNIX-based under the covers; some hidden by Web interfaces

– 20 Petabytes of storage (disk and tape)

– over 100 scientific data collections

– 750 TFLOPS (161K-cores) in parallel computing systems and growing

– Support for Science Gateways

• The largest individual cyberinfrastructure facility funded by the NSF, which 

supports the national science and engineering research community

• Something you can use without financial cost - allocated via peer review 

(and without double jeopardy)



• TeraGrid (TG)

• Open Science Grid (OSG)

• Enabling Grids for E-sciencE (EGEE)

• LHC Computing Grid from CERN

• Grid Middleware

– Globus Toolkit

– Unicore
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13.6 GF/s

8 MB EDRAM

4 processors

1 chip, 1x1x1

13.6 GF/s

2 GB DDR

(32 chips  4x4x2)

32 compute, 0-4 IO cards

435 GF/s

64 GB 

32 Node Cards

32 Racks

500TF/s

64 TB 

Cabled 8x8x16Rack

Baseline System

Node Card

Compute Card

Chip

14 TF/s

2 TB 

Highly-tuned computer clusters using commodity 

processors combined with custom network 

interconnects and customized operating system



• Cray XT4 & XT5

– Jaguar #1

– Kraken #3

• IBM BladeCenter Hybrid

– Roadrunner #2

• IBM BlueGene/L & BlueGene/P

– Jugene #4

– Intrepid #8

– BG/L #7

• NUDT (GPU based)

– Tianhe-1 #5

• SGI Altix ICE

– Plaiedas #6

• Sun Constellation

– Ranger #9

– Red Sky #10
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• Synonymous with supercomputing

• Tightly-coupled applications 

• Implemented using Message Passing Interface 

(MPI)

• Large of amounts of computing for short 

periods of time

• Usually requires low latency interconnects

• Measured in FLOPS
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