


ÅSynonymous with supercomputing 

ÅTightly-coupled applications  

ÅImplemented using Message Passing Interface 

(MPI) 

ÅLarge of amounts of computing for short 

periods of time 

ÅUsually requires low latency interconnects 

ÅMeasured in FLOPS 
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ÅTypically applied in clusters and grids 

ÅLoosely-coupled applications with sequential 

jobs 

ÅLarge amounts of computing for long periods of 

times 

ÅMeasured in operations per month or years 
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ÅBridge the gap between HPC and HTC 

ÅApplied in clusters, grids, and supercomputers 

ÅLoosely coupled apps with HPC orientations 

ÅMany activities coupled by file system ops 

ÅMany resources over short time periods 

ïLarge number of tasks, large quantity of computing, 

and large volumes of data 

[MTAGS08 Workshop] Workshop on Many-Task Computing on Grids and Supercomputers 2008 

[SC08] ñTowards Loosely-Coupled Programming on Petascale Systemsò 

[MTAGS08] ñMany-Task Computing for Grids and Supercomputersò 
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[MTAGS08] ñMany-Task Computing for Grids and Supercomputersò 
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ÅGoal: enable the rapid and efficient execution of 
many independent jobs on large compute clusters 

ÅCombines three components: 
ïa streamlined task dispatcher 

ïresource provisioning through multi-level scheduling 
techniques 

ïdata diffusion and data-aware scheduling to leverage the 
co-located computational and storage resources 

ÅIntegration into Swift to leverage many applications 
ïApplications cover many domains: astronomy, astro-physics, 

medicine, chemistry, economics, climate modeling, etc 
[SciDAC09] ñExtreme-scale scripting: Opportunities for large task-parallel applications on petascale computersò 

[SC08] ñTowards Loosely-Coupled Programming on Petascale Systemsò 

[Globus07] ñFalkon: A Proposal for Project Globus Incubationò 

[SC07] ñFalkon: a Fast and Light-weight tasK executiON frameworkò 

[SWF07] ñSwift: Fast, Reliable, Loosely Coupled Parallel Computationò 
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ÅFalkon is a real system 

ïLate 2005: Initial prototype, AstroPortal 

ïJanuary 2007: Falkon v0 

ïNovember 2007: Globus incubator project v0.1 

Åhttp://dev.globus.org/wiki/Incubator/Falkon  

ïFebruary 2009: Globus incubator project v0.9 

ÅImplemented in Java (~20K lines of code) and C 

(~1K lines of code) 

ïOpen source: svn co https://svn.globus.org/repos/falkon  

ÅSource code contributors (beside myself) 

ïYong Zhao, Zhao Zhang, Ben Clifford, Mihael Hategan 
[Globus07] ñFalkon: A Proposal for Project Globus Incubationò 

[CLUSTER10] ñMiddleware Support for Many-Task Computingò 

Å Workload 

Å 160K CPUs 

Å 1M tasks 

Å 60 sec per task 

Å 2 CPU years in 453 sec 

Å Throughput: 2312 tasks/sec 

Å 85% efficiency 


