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ABSTRACT

One of the goals of artificial intelligence is to build predictive models that can learn

from examples and make predictions. Predictive models are useful in many domains and

applications such as predicting fraud in credit card transactions, predicting whether a pa-

tient has heart-disease, predicting whether an email is a spam, predicting crime, recognizing

images, recognizing speech, and many more. Building predictive models often requires su-

pervision from a human expert. Since there is a human in the loop, the supervision needs

to be as resource-efficient as possible to save the human’s time, cost, and effort in provid-

ing supervision. One solution to make the supervision resource-efficient is active learning,

in which the active learner interacts with the human to acquire supervision, usually in the

form of labels, for a few selected examples to effectively learn a function that can be used

to make predictions. In this thesis, I explore more intuitive and effective use of human

supervision through richer interactions between the human expert and the learner, so that

the human can understand the learner’s reasoning for querying examples, and provide in-

formation beyond just the labels for examples.

Traditional active learning approaches select informative examples for labeling, but

the human does not get to know why those examples are useful to the learner. While in-

teracting with the learner to annotate examples, humans can provide rich feedback, such

as provide their prior knowledge and understanding of the domain, explain certain char-

acteristics of the data, suggest important attributes of the data, give rationales for why an

example belongs to a certain category, and provide explanations by pointing out features

that are indicative of certain labels. The challenge, however, is that traditional supervised

learning algorithms can learn from labeled examples, but they are not equipped to readily

absorb the rich feedback. In this thesis, we enable the learner to explain its reasons for

selecting instances and devise novel methods to incorporate rich feedback from humans

into the training of predictive models. Specifically, I build and evaluate four novel active

xiii



learning frameworks to enrich the interactions between the human and learner.

First, I introduce an active learning framework to reveal the learner’s perception

of informative instances. Specifically, we enable the learner to provide its reasons for un-

certainty on examples and utilize the learner’s perception of uncertainty to select better

examples for training the predictive models. Second, I introduce a framework to enrich

the interaction between the human and learner for document classification task. Specifi-

cally, we ask the human to annotate documents and provide rationales for their annotation

by highlighting phrases that convinced them to choose a particular label for a document.

Third, I introduce a framework to enrich the interaction between the human and learner for

the aviation domain, where we ask subject matter experts to examine flights and provide

rationales for why certain flights have safety concerns. Fourth, I introduce a framework

to enrich the interaction between the human and learner for document classification task,

where we ask humans to provide explanations for classification by highlighting phrases that

reinforce their belief in the document’s label and striking-out phrases that weaken their be-

lief in the document’s label. We show that enabling richer interactions between the human

and learner and incorporating rich feedback into learning lead to more effective training of

predictive models and better utilization of human supervision.

xiv



1

CHAPTER 1

INTRODUCTION

Artificial intelligence (AI) is the science of making intelligent software and ma-

chines. AI consists of many different subfields, such as machine learning, vision, navi-

gation, reasoning, planning, and natural language processing. In the information age of

today’s, where data is abundant, it is important to learn concepts from data to improve

businesses and services, develop new techniques and products, and build tools for knowl-

edge discovery. One of the goals of AI is to make intelligent systems that can make pre-

dictions. Predictive models are used in many domains such as image recognition, speech

recognition, email classification, recommender systems, credit card fraud detection, crime

prediction, and medical diagnosis, to name a few.

Predictive models are built by learning a function that maps the training data to a

target variable, and once the model is built, it can be used to make predictions on future

examples, which the model has not seen in the training data. These models can be quite

complex and are usually developed behind-the-scenes by carefully choosing the training

data and evaluating the model’s ability to correctly predict a target variable. Very often,

these models make use of supervised learning algorithms, such as naı̈ve Bayes, logistic re-

gression, support vector machines, neural networks, and decision trees. Supervised learn-

ing algorithms learn from examples, where examples thrive on some supervision, usually

in the form of predetermined classification, known as labels.

In domains where examples do not come with labels, supervised learning ap-

proaches require supervision, usually from a human expert. It is impractical, if not im-

possible, for a human expert to go over thousands or millions of examples in the data and

provide supervision. For example, speech recognition algorithms are trained on large vol-
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umes of recorded speech and their transcription, where transcription is manually done by

a human. Face detection algorithms are trained on images where the faces are manually

marked by humans. Medical diagnosis systems are trained on patient records that are diag-

nosed by doctors for a certain disease or condition. Credit card fraud detection systems are

trained on transactions that have been identified as fraudulent or legitimate. Because human

time and expertise is valuable, it is imperative that the example cases are chosen carefully;

we cannot simply transcribe all speech, mark faces on all images, or mark all the credit

card transactions as fraudulent or legitimate. Hence, the supervision needs to be made as

efficient as possible, because supervision usually requires human expertise, time, cost, and

effort. A solution to make supervision resource-efficient is active learning in which the

learning algorithm carefully selects queries, usually examples, from which it wants to learn

[57].

Active learning algorithms are supervised learning algorithms that iteratively select

informative queries, based on past queries and responses, for annotation by human experts

to effectively learn a suitable classifier [94]. Since there is a human in the loop, the active

learner aims to select as few as possible, but useful, instances for labeling to save the human

expert’s time, cost, and effort, and still learn a good classification function. The problem

of selecting informative instances optimally is intractable in general, which is typically

solved using greedy algorithms that select informative instances according to utility-based

heuristics, where high-utility instances are chosen to be labeled by a human labeler. For ex-

ample, an active learning strategy that iteratively chooses instances about which the learner

is uncertain has been shown to improve learning [57].

Much of the research on active learning focused on determining which instances are

useful for learning and getting supervision from humans in the form of labels for instances,

but the problems of making the active learning sessions viable in practice, identifying the

best information for learning, and the best methods for interaction between an active learner
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and the human are under-researched. Most active learning systems are opaque; the active

learners do not explain why they query a particular instance, and when the humans provide

answers to queries, the learner does not get to know the rationale behind the answers pro-

vided. Humans are more than just labelers and can provide rich feedback, such as teach the

domain knowledge to the learner, point out important features, and provide rationales and

explanations for their classification of instances.

1.1 Contributions of this Dissertation

In this dissertation, we make the active learning session more transparent for the

human so that the human can understand why a particular example is chosen by the learner.

We then enable the learner to accept rich feedback so that the human can provide rationales

and explanations along with the labels for instances. We develop various active learning

frameworks that can (i) facilitate the active learner to explain its queries on instances and (ii)

effectively utilize the rich feedback provided by humans to increase the learning efficiency

and minimize the time and effort of the human expert. Next, I briefly describe the active

learning frameworks that we developed.

1.1.1 Framework to Make the Active Learner Transparent. We make the active learner

transparent by enabling the learner to provide its reasons for querying an instance. Specif-

ically, we look into uncertainty sampling, an active learning strategy that selects instances

on which the learner is uncertain, and dig deeper into why the learner might be uncertain

on the instances. We present an evidence-based framework that can uncover the reasons

for learner’s uncertainty on instances and guide the learner in selecting useful instances

for querying to speed-up the training process. I discuss our evidence-based framework in

detail in Chapter 3 and provide analytical and empirical justifications for why uncovering

the reasons for learner’s uncertainty on instances is important for learning.

1.1.2 Frameworks to Enrich the Interaction between the Expert and Learner. We
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make the interaction between the expert and learner richer for more effective and intuitive

use of expert’s time, cost, and effort in providing supervision. Specifically, we ask the

human expert to provide reasons and explanations behind his/her answers. In traditional

active learning setting, the learner asks the human to provide labels for instances that were

selected by the learner. However, humans possess much more knowledge than just the

labels for instances. For example, the human experts can provide rationales and explana-

tions for classification, which might include simple feature annotations, feature selection,

feature rankings, rules, complex domain knowledge, or free-form text entries. However,

incorporating supervision in the form of rationales and explanations into the learning pro-

cess is not trivial, because the underlying models such as naı̈ve Bayes, logistic regression,

support vector machines, neural networks, and decision trees, cannot readily handle super-

vision other than the labels for instances. We enable a richer interaction between the human

and learner by asking the human to provide rich feedback and enabling the active learner

to incorporate the rich feedback, in the form of rationales and explanations for classifica-

tion, into the learning process. Next, I describe three frameworks that we developed for

incorporating rationales and explanations for classification into the training of predictive

models.

1.1.2.1 Rationales Framework for Document Classification. In this framework, we ask

the human expert to provide his/her rationales for choosing specific labels for instances.

I primarily focus on document classification task, where the active learner presents docu-

ments to labelers and requests a label and a rationale for choosing labels for documents.

The rationales framework can incorporate annotated documents, i.e., the documents with

their labels and rationales, into the training of any off-the-shelf classifier. We empirically

show that our framework effectively incorporates rationales for document classification into

the training of multinomial naı̈ve Bayes, logistic regression, and support vector machines.
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I describe the rationales framework for document classification in detail in Chapter 4.

1.1.2.2 Rationales Framework for Aviation Domain. In this framework, we further al-

low experts to provide complex rationales that can be conjunction or disjunction of features

in instances. In this case, I discuss a real-world application of active learning in the aviation

domain. We worked in collaboration with NASA Ames Research Center to solve the prob-

lem of identifying unknown safety events in flight operations data. Unsupervised learning

algorithms can identify statistically significant anomalies in flights, however, a very small

fraction of statistical anomalies turns out to be operationally significant. A subject matter

expert (SME) goes through some of the statistical anomalies to identify a few flights that

are operationally significant (e.g., represent a safety concern). The SMEs cannot analyze

all the statistical anomalies, since the SME’s time and effort is limited. We apply active

learning as a practical solution to efficiently build an effective model for predicting flights

of operational significance and minimize the time and effort of SMEs in providing supervi-

sion. In this case, we ask the SMEs to provide a label and an explanation or a rationale for

choosing a label for a flight. I present the rationales framework that can effectively incor-

porate complex rationales provided by SMEs to learn a suitable classifier that can be used

for predicting operationally significant events in unseen flights. The rationales framework

for aviation domain is described in detail in Chapter 5.

1.1.2.3 Explanations Framework for Document Classification. In this setting, we

ask the human expert to provide explanations for classification of documents. We allow

the expert to provide explanations in the form of domain-specific features that support

and oppose the classification of documents. Supporting features are those whose presence

strengthens our belief in the label. Opposing features are those features, which if removed

from the instance, would make our belief in the label stronger. The main difference between

rationales and explanations is that rationales are features whose existence in an instance

convince the expert to choose a particular label, whereas explanations go one step further
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and look at features which, if removed from the instance, would make the expert more

confident in the chosen label. Our explanations framework can effectively incorporate

explanations provided by experts to speed-up the training of any off-the-shelf classifier. I

primarily focus on document classification task, where labelers provide explanations by

highlighting words within a document that support or oppose the classification. I discuss

the explanations framework for document classification in detail in Chapter 6.

The rest of the thesis is organized as follows. In Chapter 2, I provide background

on active learning and describe some of the most popular active learning strategies. Then, I

discuss related work on incorporating domain knowledge into learning, interactive machine

learning, recent work on incorporating domain knowledge into active learning, anomaly

detection with active learning, and other areas related to active learning. In Chapter 3, I

discuss the evidence-based framework to make the active learner transparent. Then, I dis-

cuss the frameworks to enrich the interactions between the human and learner in Chapters

4, 5, and 6. Finally, in Chapter 7, I present a summary of my thesis, present future research

directions, and conclude the thesis.
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CHAPTER 2

BACKGROUND AND RELATED WORK

In this chapter, I describe active learning and the three settings for active learning,

in which a learner can pose queries to an expert. Then, I provide detailed description of

pool-based sampling for active learning, which is the setting that we use in this dissertation.

Then, I describe some of the most common active learning methods from the active learning

literature. Then, I provide the related work on incorporating domain knowledge into active

learning.

2.1 Active Learning

Active learning methods interactively query human experts to obtain annotation for

chosen examples to effectively learn the correct classification function [94]. The main idea

behind active learning is that a machine learning algorithm can achieve greater performance

by carefully selecting informative instances, compared to randomly selecting instances for

annotation, if it is allowed to choose the examples from which it learns. An active learner

poses queries, usually in the form of instances, and asks a human expert to annotate those

instances. The active learner incorporates the annotated instances into its training data,

re-trains itself, and then selects more instances for annotation, based on past queries and

answers.

There are three settings in which an active learner can select queries to ask a human

expert: (i) membership query synthesis, (ii) stream-based selective sampling, and (iii) pool-

based sampling. Next, I describe these three active learning settings.

2.1.1 Membership Query Synthesis. The key idea behind membership query synthesis

[2] is that if the learner can select the right examples to label, it can learn the target func-
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tion with only a few examples. In membership query synthesis, the learner creates artificial

examples, which when annotated would be most beneficial for learning, and presents those

artificial examples to the expert. This setting is often applicable to experiments performed

in laboratories where various variables need to be set and trying all possible variable set-

tings is infeasible. A problem with creating artificial examples is that the new examples

might not represent any real-world scenario. Consider for example the task of text classifi-

cation, where the learner creates a new document containing an arbitrary list of words. For

a human labeler, such a document might be awkward, if not meaningless.

2.1.2 Stream-Based Selective Sampling. In stream-based selective sampling [18], [20],

the examples are presented to the learner in a stream, and the learner decides whether or

not to sample the example and query its label based on some “informativeness measure” or

“query strategy”. Stream-based selective sampling is applicable to domains in which data

is continuously available in stream, such as sensor data, and the data cannot be stored. In

stream-based selective sampling, the examples will at least be sensible, since they come

from a real underlying data distribution, whereas in membership query synthesis, the ex-

amples could be unrealistic.

2.1.3 Pool-Based Sampling. In pool-based sampling, the learner has access to a large

amount of unlabeled data. The learner measures the “informativeness” of all the unlabeled

examples and selects the “best” example based on some ranking of all the examples in the

unlabeled data. The main difference between stream-based selective sampling and pool-

based sampling is that in the former, the learner must decide on the “informativeness” of

an instance individually, whereas in the latter, the learner can rank and compare “informa-

tiveness” of all the available unlabeled instances.

Pool-based active learning is extremely important in today’s machine learning and

data mining applications, because large amounts of unlabeled data are available in many

domains. In this dissertation, we work with the pool-based sampling for active learn-
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ing. Next, I describe the pool-based sampling for active learning in detail.

In pool-based active learning, we assume that we are given a dataset D of instances

consisting of attribute vector and label pairs {X(i), Y (i)}. Let the uppercase X denote the

random variable representing an instance and the lowercase x represent a particular instan-

tiation of X . Each instance is described as a vector of f attributes X , 〈X1, X2, · · · , Xf〉.

Similarly, let the uppercase Y represent the class variable of the instance and let the low-

ercase y represent a particular instantiation of Y . Each Xi can be real-valued or dis-

crete whereas Y is discrete; in this dissertation, we focus on the binary case, where

Y ∈ {−1,+1}. In the pool-based active learning setup, we are given a small set of in-

stances whose labels are known: L = {〈x(i), y(i)〉}, and a much larger collection of in-

stances whose labels are unknown: U = {〈x(i), ?〉}.

The goal of active learning is to learn the correct classification function, θ : X → Y ,

by carefully choosing instances for labeling. Algorithm 1 formally describes the pool-based

active learning. A pool-based active learning algorithm iteratively selects an informative

instance 〈x∗, ?〉 ∈ U and obtains its label y∗ from an expert to learn the classification

function θ. Selecting informative instances optimally is an NP-hard problem, which is

typically optimized through greedy selection criteria, where informativeness of instances

is measured by a utility function using the current model, θ. The active learner selects

high-utility instances to be labeled by an expert, incorporates the new labeled instance

〈x∗, y∗〉 into L, and repeats this process until a stopping criterion is met, usually until a

given budget, B, is exhausted.
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Algorithm 1 Pool-Based Active Learning
1: Input: U - unlabeled data, L - labeled data, θ - classification model, B - budget
2: repeat
3: for all 〈x(i), ?〉 ∈ U do
4: compute utility(x(i), θ)
5: end for
6: pick highest utility x∗ and query its label
7: L ← L ∪ {〈x∗, y∗〉}
8: U ← U \ {〈x∗, y∗〉}
9: Train θ on L

10: until Budget B is exhausted; e.g., |L| = B

2.2 Active Learning Strategies

In order to select high-utility or informative instances for labeling, a number of

successful active learning methods have been developed in the past two decades. Examples

include uncertainty sampling [57], query-by-committee [97], bias reduction [19], variance

reduction [21], and expected error reduction [60], [88], to name a few. We refer the reader

to [94] for a survey of active learning methods. Next, I describe some of the most popular

active learning strategies from the active learning literature.

2.2.1 Random Sampling. The most common strategy that is used as a baseline for

comparing the performance of an active learning strategy is random sampling, in which

instances are picked at random from the unlabeled pool and given to the human expert for

labeling, without paying any attention to whether those instances provide any additional

information to the classifier. Instances selected randomly are inherently representative ex-

amples that are independent and identically distributed (i.i.d.), and hence, random sampling

often serves as a strong baseline for other active learning strategies.

2.2.2 Uncertainty Sampling. Uncertainty sampling selects instances for which the cur-

rent model is most uncertain how to label [57]. These instances correspond to the ones that

lie close to the decision boundary of the model. Uncertainty of an underlying model can be
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measured in several ways. One approach is to use conditional entropy:

x∗ = argmax
x(i)∈U

−
∑
y∈Y

Pθ(y|x(i)) log
(
Pθ(y|x(i))

)
(2.1)

where Pθ(y|x(i)) is the probability that instance x(i) has label y. Another approach is to use

maximum conditional:

x∗ = argmax
x(i)∈U

(
1−max

y∈Y
Pθ(y|x(i))

)
(2.2)

The last approach we discuss uses margin of confidence:

x∗ = argmin
x(i)∈U

(
Pθ(ym|x(i))− Pθ(yn|x(i))

)
(2.3)

where, ym is the most likely label and yn is the next likely label for x(i). More formally,

ym = argmax
y∈Y

Pθ(y|x(i)) (2.4)

yn = argmax
y∈Y\{ym}

Pθ(y|x(i)). (2.5)

When the task is binary classification, that is when Y ∈ {+1,−1}, the highest utility is

achieved when Pθ(+1|x(i)) = Pθ(−1|x(i)) = 0.5.

Uncertainty sampling is arguably one of the most common active learning methods

and is frequently used as a baseline for comparing other active learning methods (e.g., [10],

[95], and [114]). It has been shown to work successfully in a variety of domains. Exam-

ple domains include text classification [10], [47], [57], [120], natural language processing

[112], email spam filtering [91], [92], image retrieval [114], medical image classification

[48], robotics [14], information retrieval [125], dual supervision [104], and sequence label-

ing [95], among many others.
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Even though uncertainty sampling is frequently utilized, it is known to be suscep-

tible to noise and outliers [88]. A number of approaches have been proposed to make it

more robust. For example, Settles and Craven [2008] weighted the uncertainty of an in-

stance by its density to avoid outliers, where density of the instance is defined as average

similarity to other instances. Zhu et al. [2008] used a K-Nearest-Neighbor-based density

measure to determine whether an unlabeled instance is an outlier. Xu et al. [2003] and

Donmez et al. [2007] proposed a hybrid approach to combine representative sampling and

uncertainty sampling. Other approaches used the cluster structure of the domain to choose

more representative examples [10], [73].

2.2.3 Most-Likely Positive. Most-likely positive strategy selects instances for which

the underlying model is most confident that the label is positive. For skewed datasets

with minority class distribution much less than the majority class distribution, a common

and simple approach is to maximize the chances of retrieving minority class instances [3],

[7]. Considering minority class as positive, most-likely positive strategy aims to add more

positive instances to the labeled set, L. The objective is:

x∗ = argmax
x(i)∈U

Pθ(ŷ
+|x(i))

where, ŷ+ represents the predicted positive label. Intuitively, most-likely positive strategy

is a way of over-sampling the minority class in order to address the issue of imbalanced

class distributions.

2.2.4 Query by Committee. Query-by-committee (QBC) is another frequently used

baseline in active learning. QBC selects instances that once incorporated into learning

will reduce the size of the version space [69]. A committee of classifiers is formed by

sampling hypotheses from the version space, but since this is not always possible, Abe

and Mamitsuka [1998] proposed two approximate versions of QBC, query-by-bagging and

query-by-boosting. In query-by-bagging [11], several hypotheses are constructed by train-
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ing models on replicates of training data obtained by sampling a number of instances from

L. Query-by-boosting uses AdaBoost [37] algorithm that learns a hypothesis using sev-

eral weak hypotheses, and iteratively selects instances that were misclassified by previous

weak hypotheses. The approximate versions of QBC select instances on which the commit-

tee disagrees the most. The disagreement between committee members can be measured

in a number of ways. For example, Dagan and Engelson [1995] proposed vote entropy as a

measure of disagreement between committee members to select informative instances:

x∗ = argmax
x(i)∈U

−
∑
y∈Y

V (y)

C
log

V (y)

C
(2.6)

where, y ranges over all possible labels in Y , V (y) is the number of votes that label

y receives from the committee members, and C is the committee size. McCallum and

Nigam [1998] used Kullback-Leibler divergence to the mean as a measure of disagreement

between committee members:

x∗ = argmax
x(i)∈U

1

C

C∑
c=1

D(Pc(Y |x(i))||Pavg(Y |x(i))) (2.7)

where, C is the size of committee, D(·||·) is the Kullback-Leibler divergence that measures

difference between two probability distributions, Pc(Y |x(i)) is the probability distribution

over instance x(i) according to committee member c, and Pavg(Y |x(i)) is the average prob-

ability distribution for instance x(i) over all committee members. Though computationally

more demanding than uncertainty sampling, QBC is heavily used as a baseline for active

learning, partly because it is less affected by noise and outliers and it is simple to imple-

ment.

2.2.5 Expected Error Reduction. Expected error reduction, as first defined by Linden-

baum et al. [1999] and then by Roy and McCallum [2001], aims to select instances that

once incorporated into learning will produce the lowest expected error on the test set. The
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expected error of the learner can be expressed as:

EP̂L =

∫
x

L(P (y|x), P̂L(y|x))P (x) (2.8)

where, L is a loss function that measures the degree of error, that is, the difference between

the true distribution, P (y|x), and the distribution predicted by the model, P̂L(y|x). Since

the true distribution is unknown, P (y|x) is estimated using the current model. Two com-

mon loss functions are log loss and 0/1 loss. The expected error for log loss estimates the

entropy of the model’s posterior distribution:

ẼP̂L∪(x∗,y∗) =
1

|U|
∑
x(i)∈U

∑
y∈Y

P̂L∪(x∗,y∗)(y|x(i)) log(P̂L∪(x∗,y∗)(y|x(i))) (2.9)

where, (x∗, y∗) is a possible candidate to be queried. The expected error for 0/1 loss is:

ẼP̂L∪(x∗,y∗) =
1

|U|
∑
x(i)∈U

(
1−max

y∈Y
P̂L∪(x∗,y∗)(y|x(i))

)
(2.10)

Expected error reduction strategy selects an instance that is expected to provide most re-

duction in the model’s expected error on all instances in the test set:

x∗ = argmax
x(i)∈U

(
ẼP̂L −

∑
y∈Y

PL(y|x(i))
(
ẼP̂L∪(x∗,y∗)

))
(2.11)

where, PL(y|x(i)) is the current model’s posterior distribution, and ẼP̂L represents a loss

function, which could be log loss (Equation 2.9) or 0/1 loss (Equation 2.10). ẼP̂L∪(x∗,y∗)

represents the expected error of classifier when the candidate instance, (x∗, y∗), is incorpo-

rated into its training data, L ∪ (x(i), y).

Ramirez-Loaiza et al. [2016] provide an extensive empirical evaluation of common

active learning strategies, comparing random sampling, uncertainty sampling, and query-

by-committee using naı̈ve Bayes and logistic regression classifiers and various performance
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measures. Schein and Ungar [2007] evaluate random sampling, uncertainty sampling,

query-by-committee, and variance reduction using logistic regression classifier. Settles

and Craven [2008] provide an empirical comparison of uncertainty sampling and query-

by-committee on sequence labeling task and propose several query strategies for selecting

informative instances for sequence labeling task.

Much of the early work on active learning focused on developing strategies to select

informative instances for learning and eliciting labels for the selected instances from human

experts. However, humans possess knowledge beyond just the labels of instances. For ex-

ample, humans have domain expertise which helps them in classifying examples. Humans

can identify important feature-class correlations, provide logical rules for classification,

articulate reasonings for classification, choose the right features for a particular domain,

and consider factors outside the feature representation. Next, I describe related work on

incorporating domain knowledge into learning.

2.3 Incorporating Domain Knowledge into Learning

Transmitting domain knowledge to learning systems has been studied for many

years. For example, expert systems relied heavily on eliciting domain knowledge from the

experts (e.g., Mycin system [12] was built through eliciting rules from the experts). Several

explanation-based learning approaches (e.g., [26] and [70]) were developed to utilize do-

main knowledge to generalize target concepts using a single training example, and relied on

domain experts to provide explanations for generalization. Examples of explanation-based

learning systems include GENESIS [71] and SOAR [56]. Ellman [1989] provides a survey

on explanation-based learning. Several approaches have been developed for knowledge-

based classifiers such as knowledge-based systems such as knowledge-based neural net-

works (e.g., [40], [116], and [117]), and knowledge-based support vector machines [39].

However, incorporating domain knowledge into the learning process and teaching
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the classification reasonings to supervised learning algorithms is not trivial. Many super-

vised learning systems operate on feature-based representations of instances. For example,

in document classification, instances are typically represented as feature vectors in a bag-

of-words model. The domain knowledge elicited from the experts, however, often cannot

be readily parsed into the representation that the underlying model can understand or op-

erate on. The domain knowledge often refers to features rather than specific instances.

Moreover, the domain knowledge is often at a higher level than instances, and sometimes,

the domain knowledge is provided as unstructured information, such as free-form text en-

tries.

2.3.1 Interactive Machine Learning. Another related area is the work on Interactive Ma-

chine Learning (IML) in which the humans interact with machine learning algorithms to

observe their behavior, usually in the form of predictions or output, and provide feedback,

usually in the form of labels, corrections, or demonstrations. IML aims to provide trans-

parency into the working of a machine learning algorithm to have a better understanding of

the model’s performance.

Many systems have been built using interactive machine learning. For example,

Ware et al. [2001] presented a method that allows users to construct a decision tree classifier

interactively by letting the user select the attributes to split the data at a node using data

visualizer. Fails and Olsen [2003] presented a powerful interactive machine learning model,

Crayons, that allows users to create image classifiers interactively, such that the users can

paint small areas of objects in an image that they want to classify. Fogarty et al. [35]

presented a system, CueFlik, that allows users to create their own rules for re-ranking

images based on their visual characteristics. Kabra et al. [50] presented an interactive

machine learning algorithm, JAABA, in which users can build a classifier using active

learning. In their system, the users can annotate animal behaviors in the video frames that

contain images of animals exhibiting some behavior. The users annotate video frames that
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they are most confident in labeling. In addition, they allow users to inspect the classifier’s

performance on any frame chosen by the user. Their system can find frames for which

the classifier has incorrect prediction or has low confidence, so that such frames can be

presented to the user for labeling and re-training the classifier.

An area related to interactive machine learning is Human-Computer Interaction

(HCI), which studies the design of interfaces for computer systems and aims to improve

the usability and effectiveness of the systems [27], [49], [106]. However, human-computer

interaction focuses on users’ needs for usability, trust, and understanding of the system,

whereas IML focuses on building and improving machine learning systems through rich

interactions with the users.

2.3.2 Intelligent User Interfaces. An area that intersects Interactive Machine Learning

and Human Computer Interaction is designing intelligent user interfaces to improve system

performance or usability [110]. Stumpf et al. [108] conducted a user study to see how

the system can provide rich feedback to the user and what kind of user feedback can be

assimilated into the learning algorithms. Following up on their findings, they presented a

method to include rich feedback from users to build an email classification system [107].

In their system, the classifier explains its classification of emails by highlighting top ten

words in an email, and the users provide feedback by selecting keywords in an email and

adjusting the weights of the keywords in an email. Kumar et al. [55] utilized active learning

to collect user feedback and build a model to predict errors in health insurance claims.

Their system provided explanations for the selected instance of health insurance claim to

the auditors by highlighting features with higher influence scores, where influence scores

were calculated by multiplying the feature values by feature weights using a support vector

machines classifier.

2.3.3 Feature Annotation. Recent work on active learning focused on eliciting rich

feedback from the experts either instead of or in addition to the labels for instances, to
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speed-up the annotation process. Feature annotation work asked the experts to annotate

features as relevant/irrelevant or on a likeart scale (e.g., [4], [31], [81], [104], [105], and

[107]). Much of this work focused on eliciting feedback on features for text classification

task.

Traditional supervised learning algorithms such as naı̈ve Bayes, logistic regression,

and support vector machines, are able to handle only labeled instances, that is, 〈x(i), y(i)〉

pairs and they cannot readily handle the elicited feature annotations directly into the train-

ing of classifiers. In order to incorporate feature annotations into the training of supervised

learning algorithms, several classifier-specific approaches were developed. For example,

Raghavan et al. [2006] asked users to mark features as relevant/irrelevant and incorpo-

rated feature annotation into the training of support vector machines by re-weighting the

features, such that the relevant features are weighted 10 times higher than the irrelevant

features. Melville and Sindhwani [2009] developed a pooling multinomial naı̈ve Bayes

approach, where two multinomial naı̈ve Bayes models are trained, one on labeled features

and the other on labeled instances, and the two models are combined using linear pool-

ing [67]. Small et al. [2011] presented an approach for incorporating feature annotations

into the training of support vector machines for text classification. In their approach, they

asked labelers to provide a ranked list of features, and added additional constraints into

support vector machines to exploit the ranked features. Similarly, Stumpf et al. [2008] con-

verted feature annotations into a set of constraints and learned the parameters of a naı̈ve

Bayes classifier through a constraint optimization procedure that maximized the likelihood

of data given the constraints. Das et al. [2013] utilized locally-weighted logistic regression

to incorporate feature annotations into logistic regression classifier by locally fitting a lo-

gistic function on instances around a small neighborhood of test instances and taking into

account the annotated features.

2.3.4 Rationale-Based Learning. Another line of work that is related to feature annota-
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tion is the recent work on eliciting rationales for classification, which often corresponds to

highlighting a piece of text in text classification or highlighting feature values in feature-

valued representations to provide a reason for choosing a particular label, and incorporating

them into the learning.

Zaidan et al. [2007] and Zaidan et al. [2008] asked users to provide rationales by

highlighting phrases in movie reviews that support the chosen label. They incorporated

rationales into learning by specifying additional constraints for support vector machines,

creating contrast examples for the rationale features, and incorporating them into learn-

ing of support vector machines. Donahue and Grauman [2011] extended the approach in

Zaidan et al. [2007] to incorporate rationales for visual recognition task. They proposed

eliciting two forms of visual rationales from the labelers. First, they asked labelers to mark

spatial regions in an image as rationales for choosing a label for the image. Second, they

asked labelers to comment on the nameable visual attributes (based on a predefined vocabu-

lary of visual attributes) that influenced their choices the most. For both forms of rationales,

they created contrast examples that lack the rationale and incorporated the contrast exam-

ples and pseudo-examples into the training of support vector machines. More recently,

Zhang et al. [2016] presented a method to incorporate rationales for text classification into

Convolutional Neural Networks (CNN).

In feature annotation work, users are asked to annotate features independent of the

instances in which they appear, whereas in rationale elicitation work, users provide rea-

sons for their classification of a particular instance. Since rationales correspond to features

in the instances, rationales can be incorporated into learning by utilizing the approaches

for feature annotation. The main difference between feature annotation work and ratio-

nale elicitation work is that in feature annotation work, the features are weighted globally,

whereas in rationale elicitation work, features are tied to particular instances for which they

were provided as rationales. However, much of the feature annotation work and rationale
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elicitation work are specific to a particular classifier, such as support vector machines.

2.3.5 Tandem Learning. Another line of related work is active learning with both

instance and feature annotations. Raghavan et al. [2006] and Raghavan and Allan [2007]

proposed tandem learning, where at each iteration of active learning, the learner presents

instances and features for a human to label, and incorporated instance annotations and

feature feedback into support vector machines. They asked labelers to provide feedback

on features as to whether the features are discriminative or not. They incorporated feature

feedback by scaling all the important features by a higher weight, and scaling all the other

features by a lower weight.

Attenberg et al. [2010] presented a unified approach to interleave feature annota-

tion and instance annotation and determine which features or instances the classifier will

benefit the most by learning its labels and presented a pooling multinomials approach to

incorporate labeled instances and labeled features into multinomial naı̈ve Bayes. Parkash

and Parikh [2012] proposed a method to incorporate labels and feature feedback for image

classification task. They asked users to provide the labels of images, and for each image

that was predicted incorrectly by the classifier, they asked users to provide explanations

in the form of attribute-based feedback. The attribute feedback was based on relative at-

tributes [75] that are mid-level concepts that can be shared across various class labels. In

their approach, the feature feedback provided by the labelers is propagated to other unla-

beled images that match the explanation provided by the labelers.

2.3.6 Active Learning for Anomaly Detection. Anomaly detection methods aim to

find unusual patterns that do not conform to the normal patterns in the data. Unsupervised

anomaly detection techniques such as clustering [46], [111] and one-class support vector

machines [90] detect anomalies or outliers as instances that are farthest away from the rest

of the data. Supervised anomaly detection methods treat anomalies or outliers as instances

of one class and the rest of the data as the other class. Since a majority of instances are
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usually assumed to be normal and only a few instances correspond to anomalies, anomaly

detection tasks have extremely imbalanced class distributions. A solution to address the

class-imbalance issue in anomaly detection tasks is to over-sample the instances of minority

class, e.g., using SMOTE technique [16], in which synthetic examples are created along the

lines joining a minority class instance to other nearest neighboring minority class instances.

Zhang et al. [2016] recently proposed a variant of SMOTE to over-sample the minority

class instances based on relative change in overall certainty of classifier due to adding an

instance of minority class. Chandola et al. [2009] present a survey of common anomaly

detection methods.

Active learning has been used in several anomaly detection tasks, such as detect-

ing false health insurance claims [55], detecting intrusion in networks [41], and detecting

anomalies in images from astrophysics domain [79]. Pelleg and Moore [2004] presented an

active learning framework to discover rare, but useful, anomalies as opposed to statistical

anomalies with the help (in the form of class labels) from a human expert. They assumed

that the classes of rare events are known in advance and used a mixture model approach

to surface the most interesting events in each iteration of active learning. Pichara and Soto

[80] presented an active learning framework along with subspace clustering for anomaly

detection. In their approach, first, a Bayes network is learned that identifies the candi-

date anomalies. Then, a subspace clustering method is applied to identify relevant subsets

of dimensions that describe the anomaly. Finally, a probabilistic active learning scheme,

based on properties of Dirichlet distribution, uses the feedback from an expert to efficiently

search for relevant anomalies.

While most of the existing methods focused on finding outliers from data, rela-

tively little work has been done on finding the root cause of why a data point is deemed an

outlier by the algorithm. One such method is the outlier explanation work by Micenkova

et al. [2013], in which they proposed a method to determine possible explanations for an
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outlier expressed in the form of subspaces in which the given outlier shows separability

from the inliers. This algorithm complements existing outlier detection algorithms by pro-

viding additional information about the detected outliers. In a more recent work, Dang et al.

[23] addressed the problem of outlier interpretation. Their method is based on subspace

identification which allows for discriminating between regular objects and the outliers in a

lower dimensional space. Mathematically, the authors proposed a variant of spectral graph

embedding which provides an optimal solution for subspace learning. Experimental results

on real world datasets show the efficacy of discriminative features for both outlier detection

and interpretation. Unlike an active learning approach which combines user feedback with

modeling, their method provides a ranked list of outliers, and hence can be time consuming

for users to unearth potentially relevant outliers.

2.3.7 Active Inference. Another line of work that is related to active learning is active

inference [87], which assumes that a classification model has been trained offline, but there

is an option to acquire labels during the inference phase. Bilgic and Getoor [2009] and

Bilgic and Getoor [2010] presented label acquisition strategies for collective classification.

More recently, Komurlu et al. [2014] and Komurlu et al. [2016] proposed a method for

active inference for tissue engineering experiments to determine the optimal time to stop

biological experiments. Similarly, Komurlu and Bilgic [2016] proposed a method for active

inference for wireless sensor networks to determine which sensor readings would be useful

to improve predictions on all unseen sensor readings.

The key difference between active learning and active inference is that in active

learning, the objective is to gather labels during the learning phase and optimize model’s

performance in the learning phase, whereas in active inference, the objective is to collect

data during the inference phase and maximize the model’s performance. In active learning,

the data is typically assumed to be i.i.d., whereas in active inference, the variables are

assumed to be correlated. For example, in social networks data, the users having a common
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connection are correlated and knowing information, such as political view, of one user can

help in predicting this information for the neighbors. The goal of both active learning and

active inference is to collect data to maximize the model’s performance, however active

learning tries to improve the model’s performance in the learning phase, whereas active

inference tries to improve the model’s performance in the prediction phase.

2.3.8 Learning Using Privileged Information. Another advanced learning paradigm is

learning using privileged information (LUPI) [118], in which the user provides additional

information about training data, which is available during the training phase, but is not

available during the testing phase. In LUPI paradigm, instead of 〈x(i), y(i)〉 pairs, the train-

ing set consists of triplets: 〈x(i), x(i)∗, y(i)〉, where x(i)∗ denotes any additional information

about an instance x(i). Since the additional information is available at the training time, but

not available during the test time, it is called privileged information.

The transfer of information from privileged data, X∗ =
{
x(1)

∗
, · · · , x(n)∗

}
, to the

training data, X =
{
x(1), · · · , x(n)

}
, cannot be done directly, but is done by modifying the

classification function, using privileged information as a proxy to an oracle that can provide

values for slack variables, ξi, in support vector machines. Vapnik and Vashist [2009] pro-

posed SVM+ method to incorporate privileged information into support vector machines

for regression problems. Pechyony and Vapnik [2010] presented a version of SVM+ for

classification problems, and Sharmanska et al. [2013] proposed SVM+ for ranking prob-

lems. Sharmanska et al. [2013] incorporated four types of privileged information for clas-

sifying objects in images: (i) attributes that describe semantic properties of objects, such as

shape, color, etc., (ii) bounding box annotation that captures the exact location of an object

in an image, (iii) textual description of images, and (iv) rationales for image classification

proposed by Donahue and Grauman [2011].

2.3.9 Active Learning Assumptions. Much of the work on active learning made sev-

eral simplified assumptions. For example, they assumed uniform time and cost for all the
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queries and assumed that the users are oracles, i.e., the users always provide correct answers

to all the queries. However, in practice, the queries can have different costs and require dif-

ferent annotation times, and the experts can be fallible and reluctant. Settles et al. [2008]

showed on several tasks that annotation times are variable for different domains, annota-

tion times of experts are different, and annotation times of the first few instances are longer

because the annotators are unfamiliar with the annotation task and interface early on.

Several cost-sensitive active learning approaches [96] were developed to lift these

active learning assumptions. For example, Tomanek and Hahn [2010] presented several

active learning approaches considering the real annotation times needed by humans (instead

of uniform cost for annotating tokens) for named-entity recognition task. Donmez and

Carbonell [2008] presented a proactive learning approach considering reluctant and fallible

experts. Kapoor et al. [2007] presented a decision-theoretic approach for active learning

that selects instances for labeling that have the highest value of information, calculated

as the difference between the risk of misclassification and the cost of obtaining a label.

Ramirez-Loaiza [2016] presented several anytime active learning algorithms to reduce the

annotation cost by showing relevant pieces of information from an instance, rather than

showing the entire instance, to the users. Ramirez-Loaiza et al. [2013] proposed a decision-

theoretic approach to select subinstances of documents, based on value of information of

subinstances, for annotation. Ramirez-Loaiza et al. [2014] extended the work in Ramirez-

Loaiza et al. [2013] and presented a dynamic anytime active learning method that takes

into account the chances of getting a neutral label from a user and conducted a user study

to test their approach.
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CHAPTER 3

FRAMEWORK TO MAKE THE ACTIVE LEARNER TRANSPARENT

In this chapter, I discuss how we make the active learner transparent to provide its

reasons for querying an instance. Specifically, we look into uncertainty sampling, an active

learning strategy that selects instances for which the learner is most uncertain about the la-

bel, and dig deeper into why it might be uncertain on the instances. I present a framework

to make the active learner transparent, which we call the evidence-based framework, that

can uncover the reasons for model’s uncertainty on instances. I show that the learner can

be uncertain on an instance because it has strong, but conflicting, evidence for both classes

or it can be uncertain on an instance because of insufficient evidence for each class. I show

how the active learner can utilize the evidence-based framework to compute the evidence

that an instance provides for each class, and use the evidences to select better instances

for labeling. Finally, I discuss why distinguishing between different types of uncertain-

ties matters and provide analytical and empirical justifications to explain why selecting

the instances with conflicting-evidence is better for learning than selecting instances with

insufficient-evidence.

This chapter is based on the work that I did with my advisor, Dr. Mustafa Bilgic.

This work was published in the IEEE International Conference on Data Mining, 2013 [99].

An extension of this work as a journal article was published in Data Mining and Knowledge

Discovery, 2016 [98]. The material from the article “Evidence-based uncertainty sampling

for active learning”, Volume 31, Issue 1, 2016, pp 164-202, Manali Sharma and Mustafa

Bilgic, In Data Mining and Knowledge Discovery, has been included in this chapter “With

permission of Springer”.

3.1 Introduction
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Uncertainty sampling is a popular active learning strategy that selects instances

that lie near the decision boundary of the model. In Section 2.2.2, I described uncertainty

sampling in detail. Due to its simplicity, ease of implementation, and empirical success in

many domains, uncertainty sampling has been widely used as a baseline in the literature.

Traditional uncertainty sampling does not delve into the reasons for model’s un-

certainty on instances. In this chapter, we use the evidence-based framework to analyze

why the model might be uncertain about an instance. Specifically, we focus on two types

of uncertainties. In the first case, the model is uncertain due of presence of strong, but

conflicting evidence for each class. We call this type of uncertainty as conflicting-evidence

uncertainty. In the second case, the model is uncertain due to insufficient evidence for

either class. We call this type of uncertainty as insufficient-evidence uncertainty.

For example, for a heart-disease diagnosis, the model can be uncertain because

one lab test result strongly suggests presence of heart-disease, while another lab test result

strongly suggests absence of heart-disease. In this case, the model is uncertain because of

conflicting evidence for both classes. Another reason that the model can be uncertain is

that none of the lab test results provide any conclusive evidence for presence or absence of

heart-disease. In this case, the model is uncertain because of insufficient evidence for either

class. Similarly, in a bag-of-words document classification task, the model can be uncertain

because some terms in a document provide strong evidence for one class, while some other

terms provide strong evidence for the other class, which makes the model uncertain due to

conflicting evidence. On the other hand, the model can be uncertain because none of the

terms provide conclusive evidence for either class, which represents model’s uncertainty

due to insufficient evidence. Figure 3.1 depicts this phenomenon for binary classification.

We provide a mathematical formalism to make a distinction between these two

types of uncertainties. We introduce an evidence-based framework to capture the amount

of evidence for each class provided by an instance, which facilitates distinguishing be-
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Traditional uncertainty sampling: 
Does not consider the reasons for uncertainty, as 

long as E-1(x)  E+1(x) 

Insufficient-evidence uncertainty: 

E-1(x) E+1(x) 

Conflicting-evidence uncertainty: 

E+1(x) E-1(x) 

Figure 3.1. Conflicting-evidence vs. insufficient-evidence uncertainty. Conflicting-eviden-
ce uncertainty represents a model’s uncertainty on an instance due to strong evidence for
each class, whereas insufficient-evidence uncertainty represents a model’s uncertainty on
an instance due to insufficient evidence for each class. Traditional uncertainty sampling
does not care about the reasons for uncertainty, and picks the most uncertain instance.

tween these two types of uncertainties. Through empirical evaluations on several real-

world datasets, we show that distinguishing between conflicting-evidence uncertainty and

insufficient-evidence uncertainty makes a huge difference to the performance of active

learning. We show that conflicting-evidence uncertainty provides the most benefit for

learning, drastically outperforming both traditional uncertainty sampling and insufficient-

evidence uncertainty sampling.

The rest of the chapter is organized as follows. In Section 3.2, we provide back-

ground on active learning and uncertainty sampling, and provide formulation for the

evidence-based framework. In Section 3.3, we provide experimental details and results

comparing conflicting-evidence uncertainty and insufficient-evidence uncertainty to the

traditional uncertainty sampling. In Section 3.4, we present results of a user study that

examines the users’ performance while labeling instances selected by the two types of un-

certainties. In Section 3.5, we present empirical and analytical justifications as to why dis-

tinguishing between conflicting versus insufficient evidence cases matters. In Section 3.6,

we extend the formulation for the evidence-based framework to other classifiers and multi-
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class classification. Finally, we conclude in Section 3.7.

3.2 Background and Problem Formulation

In this section, we first provide background on active learning and uncertainty sam-

pling. Then we explain active learning and uncertainty sampling in the context of classifica-

tion. Then we provide the formulation for the evidence-based framework for naı̈ve Bayes.

Many active learning methods have been developed in the past two decades. A

number of approaches have been proposed to select informative instances for labeling, e.g.

selecting uncertain instances [57], choosing instances for which a committee of learners

disagree [97], choosing representative instances [120], selecting more informative data that

optimizes expected gain [62], selecting examples that minimize the expected error of the

model [42], [43], [88], [122], and selecting instances that minimize the bias of the learner

[19] or minimize variance of the learner [21]. We refer the reader to [94] for a survey of

active learning methods.

Arguably, the most frequently utilized active learning strategy is uncertainty sam-

pling.1 It is often used as a baseline for comparing other active learning methods and

has been shown to work successfully in a variety of domains. Example domains in-

clude text classification [10], [47], [57], [120], natural language processing [112], email

spam filtering [91], [92], image retrieval [114], medical image classification [48], robotics

[14], information retrieval [125], dual supervision [104], and sequence labeling Settles and

Craven [2008], among many others.

Even though uncertainty sampling is frequently utilized, it is known to be suscep-

tible to noise and outliers [88]. A number of approaches have been proposed to make it

more robust. For example, Settles and Craven [2008] weighted the uncertainty of an in-

stance by its density to avoid outliers, where density of the instance is defined as average

11,507 citations on Google Scholar on April 4th, 2016
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similarity to other instances. Zhu et al. [2008] used a K-Nearest-Neighbor-based density

measure to determine whether an unlabeled instance is an outlier. Xu et al. [2003] and

Donmez et al. [2007] proposed a hybrid approach to combine representative sampling and

uncertainty sampling. Other approaches used the cluster structure of the domain to choose

more representative examples [10], [73]. Senge et al. [2014] presented an approach to dis-

tinguish between aleatoric and epistemic uncertainties using possibility theory, in which

uncertainty is modeled in terms of two measures, namely possibility and necessity. The

aleatoric uncertainty results due to variability in the outcome of an experiment due to in-

herently random effects, and epistemic uncertainty is caused by lack of knowledge. While

epistemic uncertainty can be reduced by gathering more information, aleatoric uncertainty

cannot be reduced further.

Our work is orthogonal to these approaches. We are not providing yet another

alternative approach to improve uncertainty sampling, but instead we are highlighting that

distinguishing between the two types of uncertainties (conflicting-evidence vs. insufficient-

evidence) has a big impact on active learning. One can imagine combining uncertainty

sampling, density weighting, and conflicting-evidence uncertainty methods because they

are not mutually exclusive.

Next, we explain active learning and uncertainty sampling and introduce the nota-

tions that will be used throughout the chapter.

3.2.1 Active Learning. Let the uppercase X denote the random variable representing

an instance and the lowercase x represent a particular instantiation of X . Each instance is

described as a vector of f attributes X , 〈X1, X2, · · · , Xf〉. Similarly, let the uppercase

Y represent the class variable of the instance and let the lowercase y represent a particular

instantiation of Y . Each Xi can be real-valued or discrete whereas Y is discrete; in this ar-

ticle, we focus on the binary case, where Y ∈ {−1,+1}. In the pool-based active learning

setup, we are given a small set of instances whose labels are known: L = {〈x(i), y(i)〉}, and
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a much larger collection of unlabeled instances whose labels are unknown: U = {〈x(i), ?〉}.

A pool-based greedy active learning algorithm iteratively selects an informative in-

stance 〈x∗, ?〉 ∈ U to obtain its label y∗ from an expert, and incorporates the new labeled

instance 〈x∗, y∗〉 into L. The informative instance, 〈x∗, ?〉, is selected by computing utility

of the unlabeled instances in U , where utility can be classifier uncertainty [57], commit-

tee disagreement [97], expected reduction in error [88], etc. This process continues until

a stopping criterion is met, usually until a given budget, B, is exhausted. Algorithm 1

describes this process more formally. The goal of active learning is to learn the correct

classification function θ : X → Y by carefully choosing which instances are labeled,

subject to budgetary constraints.

3.2.2 Uncertainty Sampling. Uncertainty sampling selects instances for which the cur-

rent model is most uncertain how to label [57]. These instances correspond to the ones that

lie close to the decision boundary of the current model. I explained uncertainty sampling

in detail in Section 2.2.2, and I briefly describe it here.

Uncertainty of an underlying model can be measured in several ways. One approach

is to use conditional entropy:

x∗ = argmax
x(i)∈U

−
∑
y∈Y

Pθ(y|x(i)) log
(
Pθ(y|x(i))

)
(3.1)

where Pθ(y|x(i)) is the probability that instance x(i) has label y. Another approach is to use

maximum conditional:

x∗ = argmax
x(i)∈U

(
1−max

y∈Y
Pθ(y|x(i))

)
(3.2)
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The last approach we discuss uses margin of confidence:

x∗ = argmin
x(i)∈U

(
Pθ(ym|x(i))− Pθ(yn|x(i))

)
(3.3)

where, ym is the most likely label and yn is the next likely label for x(i). More formally,

ym = argmax
y∈Y

Pθ(y|x(i)) and yn = argmax
y∈Y \ym

Pθ(y|x(i)).

When the task is binary classification, that is when Y ∈ {+1,−1}, all three

uncertainty approaches (Equation 3.1, Equation 3.2 and Equation 3.3) rank instances

in the same order and prefer the same uncertain instance, i.e. the instance for which

Pθ(+1|x(i)) = Pθ(−1|x(i)) = 0.5. In this article, we distinguish between the two types

of uncertainties that we define next.

3.2.3 Problem Formulation. In this section, we define evidence that an attribute value

provides for a class in the evidence-based framework. The evidence, in its most general

form, is the amount of contribution that an attribute value provides to the prediction of

belonging to a particular class. Each classifier computes the prediction for a test instance

differently, and hence the evidence that an attribute value of an instance provides for a

class depends on the classifier. In this section, we provide the formalism of evidence using

naı̈ve Bayes classifier. The formalism of evidence for logistic regression and support vector

machines is provided later in Section 3.6.

3.2.3.1 Evidence using naı̈ve Bayes. A naı̈ve Bayes classifier uses the Bayes rule to

compute P (Y |X) and assumes that the attributes Xj are conditionally independent given

Y :

P (Y |x) = P (Y |x1, x2, · · · , xf ) =
P (Y )

∏
xj

P (xj|Y )

P (x1, x2, · · · , xf )
(3.4)
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The instance x can be classified based on the ratio of P (+1|x)
P (−1|x) :

Y =


+1 if

(
P (+1)
P (−1)

∏
xj

P (xj |+1)

P (xj |−1)

)
> 1

−1 otherwise

(3.5)

From Equation 3.5, it follows that the attribute value x(i)j of the instance x(i) provides

evidence for the positive class if
P (x

(i)
j |+1)

P (x
(i)
j |−1)

> 1, and it provides evidence for the negative

class otherwise.

Note that it does not make sense to talk about the evidence the attribute Xj itself

provides. Rather, the particular instantiation xj provides evidence for one class or the

other (or for none of the classes). For example, the cholesterol test itself does not provide

evidence for presence or absence of heart-disease; rather, the outcome of the cholesterol

test (e.g., high or low) provides the evidence for presence/absence of heart-disease. Hence,

we define the evidence at the instance level, rather than the variable level.

Let Px(i) and Nx(i) be two sets, such that Px(i) contains the attribute values of the

instance x(i) that provide evidence for the positive class and Nx(i) contains the attribute

values of the instance x(i) that provide evidence for the negative class:

Px(i) ,

{
x
(i)
j |

P (x
(i)
j |+ 1)

P (x
(i)
j | − 1)

> 1

}

Nx(i) ,

{
x
(i)
k |

P (x
(i)
k | − 1)

P (x
(i)
k |+ 1)

> 1

}

Note that in these definitions, the numerator for Px(i) is P (x(i)j |+1) and numerator forNx(i)

is P (x(i)k | − 1).
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The total evidence for the instance x(i) to belong to the positive class is:

E+1(x
(i)) =

∏
x
(i)
j ∈Px(i)

P (x
(i)
j |+ 1)

P (x
(i)
j | − 1)

(3.6)

and, the total evidence for the instance x(i) to belong to the negative class is:

E−1(x
(i)) =

∏
x
(i)
k ∈Nx(i)

P (x
(i)
k | − 1)

P (x
(i)
k |+ 1)

(3.7)

With these definitions, we can rewrite the classification rule for naı̈ve Bayes as:

Y =


+1 if

(
P (+1)
P (−1)

E+1(x(i))

E−1(x(i))

)
> 1

−1 otherwise

(3.8)

3.2.3.2 Conflicting-Evidence vs. Insufficient-Evidence Uncertainty. In this article,

we investigate whether the evidence-based framework provides a useful criteria to distin-

guish between the uncertain instances and whether such an approach leads to more or less

effective active learning.

Traditional uncertainty sampling picks the most uncertain instance, x(i), for which

E+1(x
(i)) ≈ E−1(x

(i)), regardless of the magnitudes of E+1(x
(i)) and E−1(x(i)). In this

article, we analyze if the magnitudes ofE+1(x
(i)) andE−1(x(i)) have an impact on learning

when E+1(x
(i)) ≈ E−1(x

(i)). Specifically, we consider two cases:

• The model is uncertain because of strong, but conflicting evidence for both classes.

This represents the case when both E+1(x
(i)) and E−1(x(i)) are equal and large.

• The model is uncertain because of insufficient evidence for either class. This repre-

sents the case when both E+1(x
(i)) and E−1(x(i)) are equal and small.
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When E+1(x
(i)) and E−1(x(i)) are equal, there are a number of choices to mathe-

matically determine if both E+1(x
(i)) and E−1(x(i)) are small or large by ranking all the

uncertain instances according to one of the Equations 3.9, 3.10, 3.11, or 3.12.

argmax
x(i)∈U

E+1(x
(i))× E−1(x(i)) (3.9)

argmax
x(i)∈U

E+1(x
(i)) (3.10)

argmax
x(i)∈U

E−1(x
(i)) (3.11)

argmax
x(i)∈U

min(E+1(x
(i)), E−1(x

(i))) (3.12)

Note that when E+1(x
(i)) and E−1(x(i)) are equal, Equations 3.9, 3.10, 3.11, and

3.12 will all provide the same ranking for uncertain instances, and it does not matter which

one of these functions is chosen to rank the uncertain instances based on evidence. 2 In

Section 3.3.2, we present the results using multiplication of the evidence for each class, i.e.

according to Equation 3.9.

Regardless of whether we want to maximize or minimizeE+1(x)×E−1(x), we want

to guarantee that the underlying model is uncertain about the chosen instance. To achieve

uncertainty, we first rank the instances x(i) ∈ U in decreasing order of their uncertainty

score (measured by Equation 2.1), and work with the top t instances, where t is a hyper-

2In practice, however, E+1(x
(i)) and E−1(x(i)) might not be exactly equal to each

other for all uncertain instances, and hence the ranking of uncertain instances based on
evidence according to Equations 3.9, 3.10, 3.11, and 3.12 may be different.
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parameter. Formally, let S be the set of top t uncertain instances. Conflicting-evidence

uncertainty will prefer instances where both E+1(x
(i)) and E−1(x(i)) are large:

x∗ = argmax
x(i)∈S

E+1(x
(i))× E−1(x(i)) (3.13)

and, insufficient-evidence uncertainty will prefer instances where both E+1(x
(i)) and

E−1(x
(i)) are small:

x∗ = argmin
x(i)∈S

E+1(x
(i))× E−1(x(i)) (3.14)

3.3 Experimental Methodology and Results

We designed our experiments to test whether distinguishing between the

conflicting-evidence and insufficient-evidence uncertain instances makes a difference to

the performance of active learner. We experimented with the following approaches:

1. Random Sampling (RND): This is a common baseline for active learning, in which

instances are picked at random from the set of candidate unlabeled instances.

2. Uncertainty Sampling - 1st (UNC-1): This is the traditional uncertainty sampling

method that picks the instance for which the underlying model is most uncertain, as

defined in Section 3.2.2.

3. Conflicting-Evidence Uncertainty (UNC-CE): Among the top t uncertain instances,

this method picks the instance for which the model is uncertain due to conflicting

evidence (as defined in Equation 3.13).

4. Insufficient-Evidence Uncertainty (UNC-IE): Among the top t uncertain instances,

this method picks the instance for which the model is uncertain due to insufficient

evidence (as defined in Equation 3.14).

5. Uncertainty Sampling - tth (UNC-u): Among the top t uncertain instances, this
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method picks the tth most uncertain instance. UNC-CE and UNC-IE methods pick

one uncertain instance from the top t uncertain instances according to the amount of

evidence they provide. If UNC-CE and/or UNC-IE are better than UNC-1, then this

result would suggest that different types of uncertainties matter. Similarly, if UNC-

CE and/or UNC-IE are worse than UNC-u, then this result would also suggest that

different types of uncertainties matter.

We experimented with eight publicly available datasets. We chose four medium-

imbalanced (minority class% > 10%) and four highly-imbalanced (minority class% ≤

10%) datasets. The datasets include four active learning challenge datasets [45] (Ibn Sina,

Nova, Zebra, and Hiva), and four additional datasets: LetterO [38], Calif. Housing [74],

Spambase [36], and a thyroid disease dataset, Sick [36]. The description of these datasets

is provided in Table 3.1. We evaluated the five methods using three performance measures:

AUC, accuracy, and F1. We computed F1 as a harmonic mean of precision and recall using

the minority class as positive labels. We computed AUC for all the datasets, accuracy

for only medium-imbalanced datasets (the top four in Table 3.1) and F1 for only highly-

imbalanced datasets (bottom four in Table 3.1).

3.3.1 Parameters and Repeatability. We performed five-fold cross validation and the

train split was treated as the unlabeled set, U . 10 instances (five from each class) were

chosen randomly and used as the initially labeled set, L. For each fold, the experiment

was repeated five times using different sets of 10 randomly chosen instances at bootstrap.

At each iteration of active learning, the methods pick only one instance to be labeled.

The budget, B, in Algorithm 1 was set to 500 instances. UNC-CE and UNC-IE operate

within top t uncertain instances, as described in Section 3.2.3.2. We experimented with

t = 5, 10, and 20. We evaluated each method using a naı̈ve Bayes classifier with Laplace

smoothing. To speed up the experiments, at each iteration we computed uncertainty over a

set of randomly sub-sampled 250 instances, which is a common practice in active learning.
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Table 3.1. Description of the datasets: the domain, number of instances, number of features,
types of features, and the percentage of minority class in the datasets. The datasets are
sorted in increasing order of class imbalance.

Dataset Domain # of
Instances

# of
Features

Types of
Features

Min. %

Spambase Email classification 4,601 57 Numeric 39.4%
Ibn Sina Handwriting recognition 20,722 92 Numeric 37.8%
Calif. Housing Social 20,640 8 Numeric 29%
Nova Text processing 19466 16969 Binary 28.4%

Sick Medical 3772 29
Numeric +

6.1%
Binary

Zebra Embryology 61,488 154 Numeric 4.6%
LetterO Letter recognition 20,000 16 Numeric 4%
Hiva Chemoinformatics 42,678 1617 Binary 3.5%

The source code for evidence-based framework for naı̈ve Bayes is available at http://www.

cs.iit.edu/∼ml/code/.

3.3.2 Results. In this section, we present the results for the five strategies presented in

the beginning of Section 3.3 and show that distinguishing between the two types of un-

certainties (conflicting-evidence uncertainty and insufficient-evidence uncertainty) makes

a huge difference to the performance of active learning. We compare UNC-CE and UNC-IE

strategies with both UNC-1 and UNC-u strategies. We use RND as a reference for the UNC-1

strategy.

We present the learning curves for RND, UNC-1, UNC-CE, UNC-IE, and UNC-u us-

ing t=10. The learning curves for UNC-CE, UNC-IE, and UNC-u with t = 5 and t = 20

are similar and are omitted to avoid redundancy. We present the AUC results in Fig-

ure 3.2, and accuracy and F1 results in Figure 3.3; these figures show the mean performance

and ± standard error. As these figures show, distinguishing between conflicting-evidence

and insufficient-evidence uncertain instances has a huge impact on active learning for all

http://www.cs.iit.edu/~ml/code/
http://www.cs.iit.edu/~ml/code/
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Figure 3.2. AUC results for all eight datasets. UNC-CE significantly outperforms UNC-1 on
seven out of eight datasets ((a), (b), (c), (d), (f), (g), and (h)) and loses on Sick dataset
(e). UNC-IE loses to UNC-1 on seven out of eight datasets ((a), (b), (c), (d), (e), (f), and
(g), and wins on Hiva dataset (h).
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Figure 3.3. Accuracy results for four medium-imbalanced datasets (Spambase, Ibn Sina,
Calif. Housing and Nova). UNC-CE outperforms UNC-1 on three datasets ((a), (b) and
(c)) and loses on Nova (d). UNC-IE loses to UNC-1 on all four datasets. F1 results for
four relatively skewed datasets (Sick, Zebra, LetterO and Hiva). UNC-CE outperforms
UNC-1 significantly on three datasets ((e), (f) and (h)), and loses on one (g). UNC-IE

loses to UNC-1 on all four datasets.
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datasets and performance measures. UNC-CE wins over UNC-1 on most datasets and mea-

sures, whereas UNC-IE loses to UNC-1 on most datasets and measures.

Next, we present the results of t-tests comparing UNC-CE and UNC-IE to UNC-

1 and UNC-u. Table 3.2 presents a summary of pairwise one-tailed t-tests results under

significance level of 0.05, where the pairs are learning curves of the methods. If a method

is statistically significantly better than the baseline, it is a Win (W), if it is statistically

significantly worse than the baseline, it is a Loss (L), otherwise it a Tie (T), meaning the

differences are not statistically significant. Note that for each method, the total counts of

‘W’, ‘T’ and ‘L’ should add up to 8 for AUC, 4 for accuracy, and 4 for F1.

Table 3.2 presents a summary of ‘Win/Tie/Loss’ counts of UNC-CE and UNC-IE

with t = 5, t = 10, and t = 20 compared to UNC-1 baseline. With respect to UNC-1,

there is a clear difference between UNC-CE and UNC-IE. Our results show that UNC-CE

statistically significantly wins over UNC-1 on at least 6 out of 8 datasets on AUC and loses

on at most two datasets, whereas UNC-IE loses to UNC-1 on 7 out of 8 datasets on AUC.

On accuracy, UNC-CE wins over UNC-1 on at least 3 out of 4 datasets, and loses on one

dataset (Nova), whereas UNC-IE loses to UNC-1 on all 4 datasets. On F1, UNC-CE wins

on at least 2 out of 4 datasets and loses on one dataset (LetterO), whereas UNC-IE loses to

UNC-1 on all 4 datasets.

UNC-CE not only wins over UNC-1 for all performance measures, but is also quite

efficient in saving the number of labeled instances required to achieve a target performance.

For example, in order to achieve a target AUC of 80% for Calif. Housing dataset, UNC-1

required 199 labeled instances, UNC-CE with t = 10 required only 59 labeled instances

(70.4% savings in the number of labels), and UNC-IE could not achieve this target AUC

even with 500 labeled instances. As another example, in order to achieve a target accuracy

of 90% on Ibn Sina dataset, UNC-1 required 344 labeled instances, UNC-CE with t = 10

required only 71 labeled instances (79.4% savings in the number of labels), and UNC-IE
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Table 3.2. UNC-CE and UNC-IE with t = 5, t = 10, and t = 20 versus UNC-1. Number
of datasets on which UNC-CE and UNC-IE significantly Win (W), Tie (T), or Lose (L)
compared to UNC-1 baseline.

UNC-1 Baseline AUC ACCU F1
Method W/T/L W/T/L W/T/L
UNC-CE with t = 5 7/0/1 4/0/0 3/0/1

UNC-CE with t = 10 7/0/1 3/0/1 3/0/1

UNC-CE with t = 20 6/0/2 3/0/1 2/1/1

UNC-IE with t = 5 1/0/7 0/0/4 0/0/4
UNC-IE with t = 10 1/0/7 0/0/4 0/0/4
UNC-IE with t = 20 1/0/7 0/0/4 0/0/4

with t = 10 could not achieve this target accuracy even with 500 labeled instances. On

Sick dataset, in order to achieve a target F1 of 65%, UNC-1 required 127 labeled instances,

UNC-CE with t = 10 required only 100 labeled instances (21.3% savings in the number of

labels), and UNC-IE with t = 10 required 345 labeled instances to achieve this target F1.

Next, we compared UNC-CE and UNC-IE to UNC-u with t = 5, t = 10, and t = 20.

Table 3.3 presents the ‘Win/Tie/Loss’ results using UNC-u as the baseline. We observe that

UNC-CE significantly outperforms UNC-u on almost all datasets, which is not surprising

because even a strategy that selects instances randomly from the top t uncertain instances

has the potential to outperform UNC-u. However, it is surprising to observe that UNC-IE

performs statistically significantly worse than UNC-u for almost all datasets and measures.

Selecting uncertain instances that have insufficient evidence often performs worse than se-

lecting the least uncertain instance among the top t uncertain instances. Note that UNC-1,

UNC-CE, UNC-IE, and UNC-u do not have much flexibility in choosing between uncertain

instances; that is they all work within the top t uncertain instances, and yet UNC-IE per-

forms much worse than both UNC-1 and UNC-u, whereas UNC-CE performs much better

than both UNC-1 and UNC-u.

UNC-CE clearly stands out as a winner strategy, whereas UNC-IE is clearly the worst
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Table 3.3. UNC-CE and UNC-IE versus UNC-u with t = 5, t = 10, and t = 20. Number
of datasets on which UNC-CE and UNC-IE significantly Win (W), Tie (T), or Lose (L)
compared to UNC-u baseline.

UNC-u Baseline AUC ACCU F1
Method W/T/L W/T/L W/T/L
UNC-CE with t = 5 6/0/2 4/0/0 3/0/1
UNC-CE with t = 10 7/0/1 4/0/0 3/0/1
UNC-CE with t = 20 6/1/1 4/0/0 3/0/1
UNC-IE with t = 5 0/0/8 0/0/4 0/0/4
UNC-IE with t = 10 1/0/7 0/0/4 0/0/4
UNC-IE with t = 20 1/0/7 0/0/4 0/0/4

performing uncertainty strategy. UNC-CE improves over UNC-1 on almost all datasets and

measures, whereas UNC-IE loses to UNC-1 on almost all datasets and measures. This result

is surprising because one would not expect such a huge difference between UNC-CE and

UNC-IE strategies. After all, UNC-CE strategy picks an uncertain instance that has large

evidence for both classes and hence, intuitively, labeling such instances is focused on cor-

recting the mistakes of the learner. On the other hand, UNC-IE strategy picks an uncertain

instance that has little evidence for both classes and hence, intuitively, labeling such in-

stances is focused on teaching new things to the learner. Both types of uncertainties are

expected to be important for improving the model. We provide analytical and empirical

justifications as to why UNC-CE outperforms UNC-IE in Section 3.5.

Next, we present a comparison of the ranks of the uncertain instances selected by

UNC-CE and UNC-IE. Note that UNC-1 will always pick the top most uncertain instance,

and hence would select rank 1 uncertain instance. UNC-u on the other hand would always

select rank t uncertain instance. UNC-CE and UNC-IE work within the top t uncertain

instances and select rank u uncertain instance, where u is between 1 and t. Table 3.4

presents the mean rank of uncertain instances selected by UNC-CE and UNC-IE with t = 10

for all datasets. Figure 3.4 presents histograms for all eight datasets, showing the ranks
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of uncertain instances selected by UNC-CE and UNC-IE with t = 10. The histograms

with t = 5 and t = 20 have similar trends and are omitted to avoid redundancy. These

histograms show that UNC-CE and UNC-IE choose a variety of ranks of uncertain instances

for most datasets and hence the differences between UNC-1, UNC-u, UNC-CE, and UNC-IE

do not stem from the rank of uncertain instances but rather, they are due to the information

content of the different instances chosen by each method.

Table 3.4. The mean rank of uncertain instances selected by UNC-CE and UNC-IE for the
eight datasets over various iterations of learning and 25 trials.

Dataset
UNC-CE UNC-IE

Mean Std. Dev Mean Std. Dev
Spambase 5.50 2.99 6.14 2.97

Ibn Sina 5.09 3.15 7.09 2.53

Calif. Housing 5.57 2.87 5.58 2.89

Nova 5.42 2.86 6.02 2.76

Sick 7.16 2.73 6.03 2.85

Zebra 5.92 2.88 6.03 2.85

LetterO 7.18 2.73 5.39 2.88

Hiva 5.27 2.95 6.83 2.73

3.3.3 Scalability. We discuss the comparison of running times of UNC-1, UNC-CE,

and UNC-IE methods for naı̈ve Bayes for one iteration of active learning. Given dataset

D =
{
x(i), y(i)

}m
1

where, x(i) ∈ Rf , and y(i) ∈ {+1,−1} is discrete valued. UNC-1 cal-

culates uncertainty score (measured through Equations 2.1 or 2.2). The time complexity

of calculating the conditional probabilities Pθ(Y |X) in each of these equations is propor-

tional to the number of attributes, which is O(f). Since we compute uncertainty on m

subsampled instances, the time complexity of UNC-1 is O(m× f).

UNC-CE and UNC-IE methods also calculate uncertainty on m instances, which

takes time O(m × f). Additionally, UNC-CE and UNC-IE methods calculate evidence for

each attribute of an instance, which again takes time O(f). This additional step is done
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Figure 3.4. Histograms showing ranks of uncertain instances selected by UNC-CE and
UNC-IE for all eight datasets.



45

only for the top t uncertain instances. Hence, the running time of UNC-CE and UNC-IE

methods is O((t + m) × f). Given that t is a small constant (t << m), the running

times of UNC-CE and UNC-IE are comparable to the running time of UNC-1. Table 3.5

presents the running times of UNC-1, UNC-CE, and UNC-IE for one iteration of active

learning with various t values for three datasets, Nova, Zebra and Hiva. We omit the

running times for other five datasets, as the running time per iteration for them is less

than 1 second. As presented in Table 3.1, these three datasets have the highest number

of features and thus it is not surprising that the running times are largest for these three

datasets. These experiments were run on a Windows 7 machine with Intel Xeon processor

(2.4 GHz). The results show that the running times of UNC-CE and UNC-IE are comparable

to UNC-1. Moreover, the running times of UNC-CE and UNC-IE do not vary much with

different t values. Interestingly, we observe that sometimes UNC-CE and UNC-IE seem to

take less time than UNC-1, but these differences are not statistically significant and hence

we attribute these differences to variances in the run times due to other uncontrollable

factors such as other processes that might be run by the OS. The overall conclusion is

that the run time is dominated by the number of features and the additional time cost that

UNC-CE and UNC-IE require on top of UNC-1 is negligible.

Table 3.5. Running times (in seconds) for three datasets for one iteration of active learning,
with various t values. We present mean ± Std. Dev of the running times over 25 trials.

Dataset
Nova Zebra Hiva

UNC-1 t = 1 15.02 ± 2.25 1.34 ± 0.05 1.95 ± 0.05

UNC-CE

t = 1 14.58 ± 1.44 1.33 ± 0.05 1.95 ± 0.04

t = 5 14.81 ± 1.25 1.32 ± 0.05 1.95 ± 0.05

t = 20 14.95 ± 1.24 1.32 ± 0.05 1.94 ± 0.05

UNC-IE

t = 1 15.48 ± 0.98 1.36 ± 0.05 1.94 ± 0.05

t = 5 15.90 ± 0.93 1.37 ± 0.06 1.95 ± 0.06

t = 20 15.72 ± 1.40 1.38 ± 0.06 1.98 ± 0.06
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3.4 User Study

We designed and ran a user study to investigate whether it is easier or harder for

humans to label conflicting-evidence cases versus insufficient-evidence cases. Specifically,

we were interested in two measures: i) how long does it take humans to label and ii) how

accurate are the humans on their labels for conflicting-evidence cases versus insufficient-

evidence cases.

It could very well be that conflicting cases can be harder for humans because

they contain conflicting information suggesting both classes, which might confuse humans

about the class label. It is also possible for insufficient-evidence cases to be difficult for

humans because they do not have enough information, e.g. neutral cases. We note that

we define conflicting-evidence and insufficient-evidence uncertainties with respect to the

underlying model and not with respect to the expert. Thus, it is possible that the model has

conflicting evidence or insufficient evidence but it still might be an easy case for the expert.

In this section, we investigate these questions through a user study.

We experimented with IMDB dataset consisting of 50K movie reviews [61], as la-

beling movie reviews does not require much domain expertise and hence it is easier to

recruit users for our user study. Moreover, this dataset contains full text of the reviews

whereas the other datasets we have used in Section 3.3 simply consist of feature-value

pairs. We trained a multinomial naı̈ve Bayes model, as multinomial naı̈ve Bayes is known

to outperform Bernoulli naı̈ve Bayes for text classification [64]. The evidences for multino-

mial naı̈ve Bayes are calculated similar to that of Bernoulli naı̈ve Bayes, which we describe

in Section 3.6.

We bootstrapped the multinomial naı̈ve Bayes model with 10 reviews, selecting 5

random reviews from each class and used tf-idf representation of the data. Figure 3.5(a)

presents the average AUC results of UNC-CE and UNC-IE strategies over 10 trials simulated
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using ground truth. Out of the 10 trials, UNC-CE wins over UNC-IE on 6 of the trials. For

the user study, we selected one of the 10 trials, shown in Figure 3.5(b), for which UNC-

CE and UNC-IE had the biggest difference in performance because we wanted to test the

case where UNC-CE and UNC-IE had the most difference in impact on the learning. The

accuracy of UNC-CE after labeling 110 (10 bootstrap + 100 budget) reviews was 73.5%

and the accuracy of UNC-IE was 67.24%.
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Figure 3.5. (a) Average AUC of UNC-CE and UNC-IE over 10 trials on IMDB dataset. (b)
Performance of UNC-CE and UNC-IE on the trial used in the user study.

We shuffled these 200 movie reviews selected by UNC-CE and UNC-IE to make

sure that the users had no way of determining which was a conflicting versus insufficient

evidence case with respect to the underlying model. In fact, users were not told that they

were part of a study to distinguish between conflicting versus insufficient evidence cases.

They were simply asked to label 200 movie reviews as positive or negative. We had five

users for our study and each user was shown movie reviews in the same order. For each

movie review, we recorded the response time and annotation (positive/negative). We treated

the actual labels as gold standard labels and measured accuracy of the users by comparing

their annotations with the gold standard labels.

We first compare whether UNC-CE and UNC-IE differ on the length of the docu-
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ments chosen. We observe that the average length of reviews selected by UNC-CE was

213.32 and the average length of reviews selected by UNC-IE was 205.04. The two-tailed

unpaired t-tests between the lengths of UNC-CE and UNC-IE reviews show that the differ-

ence in lengths of UNC-CE and UNC-IE reviews is not significantly different.

Next, we compare the average time taken by users, in seconds, to label UNC-CE and

UNC-IE reviews in Table 3.6. We also include the Average User as the mean of all the users

in the last row. We observe that even though users took slightly more time (a few more

seconds) on UNC-CE instances than UNC-IE instances, the differences are not statistically

significant as measured by two-tailed unpaired t-tests and the p-values are reported in the

last column of Table 3.6.

Table 3.6. Annotation time of all users on UNC-CE and UNC-IE movie reviews. The t-test
results show that annotation times of UNC-CE and UNC-IE reviews are not significantly
different. We report the p−values obtained using two-tailed unpaired t-tests.

Users
Annotation time of

p−value
UNC-CE reviews UNC-IE reviews

User 1 14.27 ± 9.54 13.26 ± 11.03 0.49

User 2 55.40 ± 35.01 52.49 ± 36.64 0.57

User 3 81.03 ± 71.41 74.62 ± 61.55 0.50

User 4 21.86 ± 14.91 20.18 ± 15.82 0.45

User 5 25.79 ± 33.54 26.29 ± 29.68 0.91

Average User 39.57 ± 25.84 37.39 ± 24.25 0.54

Table 3.7 presents accuracy of the users on the 100 movie reviews selected by UNC-

CE and UNC-IE. The accuracy of Average User is the average accuracy of all users. We

also present majority vote accuracy which is calculated by taking a majority voting of all

users on each movie review. The accuracy of all users, except User 3, was similar for both

UNC-CE and UNC-IE reviews.

We plot the same Figure 3.5(b) again, this time the x-axis is not the number of

instances but rather the average time it took the 5 users (i.e., the Average User’s time).
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Table 3.7. Accuracy of all users on UNC-CE and UNC-IE movie reviews.

Users
Accuracy on

UNC-CE reviews UNC-IE reviews
User 1 95% 93%

User 2 93% 94%

User 3 90% 96%

User 4 95% 95%

User 5 95% 97%

Average User 93.6% 95%

Majority vote accuracy 96% 96%

Figure 3.6(a) shows the results using the ground-truth labels and Figure 3.6(b) shows the

results using majority vote labels.3 This result shows that even though labeling UNC-CE

reviews takes slightly more time than UNC-IE reviews, it is still worth labeling reviews

using UNC-CE strategy.

Overall, our user study focused on sentiment classification. Though we cannot

claim that our results carry over to other document classification tasks or other domains,

we conclude that we did not observe significant differences between UNC-CE and UNC-IE

instances in terms of the annotation time and labeling difficulty for the sentiment classifi-

cation task.

3.5 Analytical and Empirical Justifications

Extensive experiments with real-world datasets presented in Section 3.3.2 clearly

show that UNC-CE provides significant improvements over UNC-IE. This is a bit startling

because one would expect that the model would benefit from both the UNC-CE cases and

3This figure does not correspond to a real-time simulation of active learning with
users. When the user-provided labels are used, the underlying active learning strategy,
whether it be UNC-CE or UNC-IE, would potentially take a different path per user based
on their labels. Then, each user would potentially differ on the documents they label, and
therefore meaningful comparisons of time and accuracy across users would not be possible.
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Figure 3.6. (a) Performance comparison of UNC-CE and UNC-IE strategies based on the
annotation time of Average User using ground-truth labels. (b) Performance comparison
of UNC-CE and UNC-IE strategies based on the annotation time of Average User and
using majority vote labels.

UNC-IE cases. When the conflicting, UNC-CE, cases are annotated, the model would have

a chance to correct its perceived conflict, and when the inconclusive, UNC-IE, cases are

annotated, the model would learn about new feature-value class correlations that it did not

know before. In this section, we provide both analytical and empirical results that shed

light on why UNC-CE often outperforms UNC-IE. Specifically,

• We show both analytically and empirically that UNC-CE cases have lower density,

with respect to the model trained on the labeled data, than the UNC-IE cases. Density

of an instance, x(i), is defined as the probability distribution, P (x(i)), with respect to

the model trained on the current training data.

• We show empirically that the model has higher variance on the UNC-CE cases than

on the UNC-IE cases.

These two results suggest that the conflict perceived by the model is supported by

less amount of training data than the insufficiency of the evidences. Put another way, there

is less labeled data that supports the conflict and there is more labeled data that supports the
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inconclusiveness. This is further supported by the finding that UNC-CE cases have higher

variance than UNC-IE cases. That is, the parameter values that support conflict have higher

variance because they rely on smaller amount of labeled data. Therefore, the model is more

likely to be incorrect in its decision that the evidence is conflicting than its decision that the

evidence is inconclusive.

This is not to say that the UNC-IE cases are totally useless. Even though UNC-

IE cases are supported by more labeled data than the UNC-CE cases, the total amount of

labeled data is still fairly small in active learning settings. Therefore, the model is likely to

be incorrect in its decision that the case is inconclusive. However, the UNC-CE cases have

even less support than the UNC-IE cases and thus the model is often better off labeling more

of the UNC-CE cases.

3.5.1 Analytical Justification. For simplicity, we first prove the density argument for

binary variables using a two-attributes case where out of four possible cases, one is UNC-CE

and the other is UNC-IE. We then provide explanation of density argument for continuous

attributes.

3.5.1.1 Binary Attributes. Assume we have a single attribute, X1, that is binary with

〈T, F 〉. Similarly, the class variable Y is binary with 〈−1,+1〉. In this section, we prove

that i) X1 = T and X1 = F cannot provide evidence for the same class at the same time,

ii) if X1 = T provides evidence for one class, then X1 = F has to provide evidence for the

opposing class, and finally iii) the amount of evidence that X1 = T provides for one class

can be larger/smaller than the evidence X1 = F provides for the opposing class. These

three properties will be needed to prove the density argument for the two-attributes case.

Let

P (X1 = T |Y = +1) = p;P (X1 = F |Y = +1) = 1− p

P (X1 = T |Y = −1) = q;P (X1 = F |Y = −1) = 1− q
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The following propositions hold when both X1 and Y are binary.

Proposition 1: If X1 = T provides evidence for Y = +1, then X1 = F cannot

provide evidence for Y = +1 at the same time.

Proof. Without loss of generality, assume p > q. Then, X1 = T provides evidence

for Y = +1 and the magnitude of the evidence is p
q
. Can X1 = F provide evidence for

Y = +1 at the same time? That is, when p > q, can 1−p
1−q be greater than 1? The answer

is obviously no and hence two different values of X1 cannot provide evidence for the same

class at the same time.

Proposition 2: If X1 = T provides evidence for one class then X1 = F has to

provide evidence for the other class.

Proof. When X1 = T provides evidence for one class, is it possible that X1 = F

provides evidence for no class? That is, is it possible to have p
q
6= 1 and 1−p

1−q = 1? This is

obviously impossible, and hence if X1 = T provides evidence for one class then X1 = F

has to provide evidence for some class. Given proposition 1, we know that X1 = F cannot

provide evidence for the class that X1 = T supports. Therefore, if X1 = T supports one

class, then X1 = F has to support the other class.

Proposition 3: One value of an attribute can provide a greater evidence for one

class than the evidence the other value of the same attribute provides for the other class.

Proof. Without loss of generality, assume p
q
> 1. Then, X1 = T provides evidence

for Y = +1. Hence 1−q
1−p > 1 and X1 = F provides evidence for Y = −1. The evidence

that X1 = T provides for Y = +1 is greater than the evidence X1 = F provides for

Y = −1, that is, p
q
> 1−q

1−p , if and only if p = q + ε ≤ 0.5 for ε > 0 or p = 0.5 + α and

q = 0.5− β for 0 < α < β < 0.5.

For the two-attributes case, assume we have two binary attributes, X1 and X2. In
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this case, there are four possible instances (e.g., 〈X1 = T,X2 = T 〉, 〈X1 = T,X2 = F 〉,

etc.). To compare UNC-CE and UNC-IE methods, we need the model to be uncertain on at

least two of these instances and we want one of them to be a conflicting-evidence case and

the other one to be an insufficient-evidence case. Assume the following distributions for a

naı̈ve Bayes classifier:

P (X1 = T |Y = +1) = p;P (X1 = F |Y = +1) = 1− p

P (X1 = T |Y = −1) = q;P (X1 = F |Y = −1) = 1− q

P (X2 = T |Y = +1) = r;P (X2 = F |Y = +1) = 1− r

P (X2 = T |Y = −1) = s;P (X2 = F |Y = −1) = 1− s

Assume that the uncertain instances are 〈X1 = T,X2 = T 〉 and 〈X1 = F,X2 = F 〉. That

is:

P (Y = +1)P (X1 = T |Y = +1)P (X2 = T |Y = +1)

P (Y = −1)P (X1 = T |Y = −1)P (X2 = T |Y = −1)
≈ 1

P (Y = +1)P (X1 = F |Y = +1)P (X2 = F |Y = +1)

P (Y = −1)P (X1 = F |Y = −1)P (X2 = F |Y = −1)
≈ 1

Without loss of generality, assume X1 = T provides evidence for Y = +1. Then,

Propositions 1 and 2 above show that X1 = F provides evidence for Y = −1. Assuming

P (Y ) is uniform with 0.5, for the instance 〈X1 = T,X2 = T 〉 to be uncertain, X2 = T

must provide evidence for Y = −1 and this evidence must be roughly equal to the evidence

thatX1 = T provides for Y = +1. Invoking propositions 1 and 2 again, X2 = F then must

provide evidence for Y = +1 and for 〈X1 = F,X2 = F 〉 to be uncertain, the evidence

X1 = F provides for Y = −1 must be roughly equal to the evidence X2 = F provides for

Y = +1.

Without loss of generality, assume 〈X1 = T,X2 = T 〉 is the UNC-CE instance and
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〈X1 = F,X2 = F 〉 is the UNC-IE instance. Then, for both instances to be uncertain, and

for 〈X1 = T,X2 = T 〉 to be the conflicting case as opposed to 〈X1 = F,X2 = F 〉, we

need
p

q
≈ s

r
>

1− q
1− p

≈ 1− r
1− s

Proposition 4: The density of UNC-CE instance with respect to the naı̈ve Bayes

model is less than the density of UNC-IE instance, i.e. P (X1 = T,X2 = T ) < P (X1 =

F,X2 = F ).

Proof. Assume that P (Y ) is uniform, P (Y = +1) = P (Y = −1) = 0.5. We need

to prove that

0.5× p× r + 0.5× q × s < 0.5× (1− p)× (1− r) + 0.5× (1− q)× (1− s)

0.5× p× r + 0.5× q × s
?
< 0.5× (1− p)× (1− r) + 0.5× (1− q)× (1− s)

p× r + q × s
?
< (1− p)× (1− r) + (1− q)× (1− s)

p× r + q × s
?
< 1− r − p+ p× r + 1− s− q + q × s

0
?
< 2− r − p− s− q

r + p+ s+ q
?
< 2

Because p
q
> 1−q

1−p and as we have shown in Proposition 3, either p = q + ε ≤ 0.5

for ε > 0 or p = 0.5 + α and q = 0.5 − β for 0 < α < β < 0.5. Similar arguments

apply to s and r: either s = r + ε ≤ 0.5 for ε > 0 or s = 0.5 + α and r = 0.5 − β for

0 < α < β < 0.5.

Case 1: p = q + ε ≤ 0.5 for ε > 0. Then p + q < 1. Similarly, if s = r + ε ≤ 0.5

for ε > 0, then s+ r < 1.
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Case 2: p = 0.5 + α and q = 0.5 − β for 0 < α < β < 0.5. Then p + q =

0.5+α+0.5−β = 1+α−β < 1. Similarly, s+ r = 0.5+α+0.5−β = 1+α−β < 1.

Since in both cases, p+ q < 1 and s+ r < 1, we conclude that p+ q + r + s < 2,

proving that the density with respect to the underlying naı̈ve Bayes model is lower for

the UNC-CE case than the UNC-IE case. Our proof assumed that P (Y ) was uniform; the

proposition holds when P (Y ) is not uniform and the proof is similar. Moreover, for sim-

plicity, our proof focused on the two-attributes case. The same arguments can be extended

to multiple-attributes case by induction.

3.5.1.2 Continuous Attributes. In this section we investigate the density hypothesis for

continuous attributes. For continuous attributes, Gaussian naı̈ve Bayes assumes that within

each class, the continuous attributes are normally distributed:

p(x|Y ) = N (x;µ, σ) =
1√
2πσ2

e−
(x−µ)2

2σ2

For simplicity of exposition, consider a training data with two continuous attributes,X1 and

X2, and a binary class variable, Y with 〈−1,+1〉. Let the mean of attribute X1 for class

+1 be µ1,+1 and mean of attribute X1 for class−1 be µ1,−1. Similarly, let mean of attribute

X2 for class +1 be µ2,+1 and mean of attribute X2 for class −1 be µ2,−1. Let the standard

deviation of attribute X1 for class +1 be σ1,+1 and standard deviation of attribute X1 for

class −1 be σ1,−1. Similarly, let standard deviation of attribute X2 for class +1 be σ2,+1

and standard deviation of attribute X2 for class −1 be σ2,−1. For each class and attribute,
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Gaussian naı̈ve Bayes estimates the conditional probability of attribute given class as:

p(X1|Y = +1) = N (µ1,+1, σ1,+1)

p(X1|Y = −1) = N (µ1,−1, σ1,−1)

p(X2|Y = +1) = N (µ2,+1, σ2,+1)

p(X2|Y = −1) = N (µ2,−1, σ2,−1)

Assume µ1,+1=µ2,+1=a and µ1,−1=µ2,−1=b, where b > a. This can be easily

achieved by rotating and shifting the axes. For simplicity, assume that both attributes have

equal variance in both classes, i.e. σ1,+1=σ1,−1=σ2,+1=σ2,−1=σ (the case where each class

and feature value pair has unequal variances is similar). Hence the data for class +1 is cen-

tered around the point 〈a, a〉 and the data for class −1 is centered around the point 〈b, b〉.

Figure 3.7 illustrates these points for the two classes. The decision boundary represents the

line where an instance has equal probability, 0.5, of belonging to each class. We consider

two instances on the decision boundary, where one instance is 〈a+b
2
, a+b

2
〉 and the other is

〈c, d〉, assuming c < a+b
2

and d > a+b
2

.

Next we provide analytical justification showing that conflicting cases have higher

evidence but lower density in the training data, whereas insufficient-evidence cases have

lower evidence and higher density in the training data.

Proposition 5: Instance 〈c, d〉 has higher total evidence than instance 〈a+b
2
, a+b

2
〉.

Proof. First, we show how the evidences for +1 (or -1) class can be computed. The
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Figure 3.7. Analysis of Gaussian naı̈ve Bayes using two continuous attributes, X1 and X2.
The mean of both attributes for class +1 is a, and the mean of both attributes for class
−1 is b. We consider two instances, 〈a+b

2
, a+b

2
〉 and 〈c, d〉 on the decision boundary and

we prove that 〈a+b
2
, a+b

2
〉 is insufficient-evidence uncertain instance and we refer to it

as xUNC−IE on this graph, and 〈c, d〉 is conflicting-evidence uncertain instance and we
refer to it as xUNC−CE on this graph.

evidence provided by attribute Xf for class +1 using Gaussian naı̈ve Bayes is computed as:

1√
2πσ2

e−
(Xf−µf,+1)

2

2σ2

1√
2πσ2

e−
(Xf−µf,−1)

2

2σ2

= e
−(Xf−µf,+1)

2+(Xf−µf,−1)
2

2σ2

= e
(Xf−µf,−1+Xf−µf,+1)(Xf−µf,−1−Xf+µf,+1)

2σ2

= e
(2Xf−µf,−1−µf,+1)(µf,+1−µf,−1)

2σ2

For class -1, this ratio is reversed, hence the evidence provided by attribute Xf for the class
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-1 is:

e
(2Xf−µf,−1−µf,+1)(µf,−1−µf,+1)

2σ2

First, we compute the evidences for instance 〈a+b
2
, a+b

2
〉. The evidence that attribute

X1 of instance 〈a+b
2
, a+b

2
〉 provides for class +1 is:

e
(2(a+b2 )−a−b)(a−b)

2σ2 = e0 = 1

That is, X1 = a+b
2

does not provide evidence for either class, because
P (X1=

a+b
2
|+1)

P (X1=
a+b
2
|−1) = 1. The same argument applies to X2 = a+b

2
. The overall evidence pro-

vided by attributes of instance 〈a+b
2
, a+b

2
〉 using Equation 3.9 is 1× 1 = 1.

Next we compute the evidences for instance 〈c, d〉. Note that c is closer to class +1

and d is closer to class -1. The evidence that X1 = c provides for class +1 is:

e
(2c−a−b)(a−b)

2σ2

Since c < a+b
2

and a < b, this evidence is greater than 1. The evidence that X2 = d

provides for class -1 is:

e
(2d−a−b)(b−a)

2σ2

Since d > a+b
2

and b > a, this evidence is greater than 1. The total evidence provided by

attributes of instance 〈c, d〉 using Equation 3.9 is:

e
(2c−a−b)(a−b)

2σ2 × e
(2d−a−b)(b−a)

2σ2
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which is greater than 1, whereas the total evidence provided by attributes of 〈a+b
2
, a+b

2
〉 is

equal to 1.

Similar reasoning applies to the instance 〈e, f〉 in Figure 3.7. We conclude that as

we move on the decision boundary away from its center, i.e. move away from 〈a+b
2
, a+b

2
〉

in the direction of 〈c, d〉 (or 〈e, f〉), the evidences for each class get higher and hence the

conflict grows.

Before we prove the density argument that conflicting-evidence cases have lower

density compared to the insufficient-evidence cases, we first establish a relationship among

c, d, a, and b. Note that for instance 〈c, d〉 to be uncertain, the evidence for class +1 must

be equal to the evidence for class −1. Hence,

e
(2c−a−b)(a−b)

2σ2 = e
(2d−a−b)(b−a)

2σ2

∴ 2c− a− b = a+ b− 2d

c+ d = a+ b

Proposition 6: The density of instance 〈c, d〉 with respect to the underlying model

is lower than the density of instance 〈a+b
2
, a+b

2
〉.

Proof. Density of instance 〈X1, X2〉 with respect to the underlying model can be

computed as follows:

P (X1, X2) =P (X1, X2,+1) + P (X1, X2,−1)

=P (+1)P (X1, X2|+ 1) + P (−1)P (X1, X2| − 1)
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Naı̈ve Bayes assumes that attributes are conditionally independent given class, hence,

P (X1, X2) =P (+1)P (X1|+ 1)P (X2|+ 1) + P (−1)P (X1| − 1)(X2| − 1)

=P (+1)× 1√
2πσ2

e−
(X1−µ1,+1)

2

2σ2 × 1√
2πσ2

e−
(X2−µ2,+1)

2

2σ2 +

P (−1)× 1√
2πσ2

e−
(X1−µ1,−1)

2

2σ2 × 1√
2πσ2

e−
(X2−µ2,−1)

2

2σ2

Assuming P (+1) = P (−1) = 0.5,

P (X1, X2) =
1

2
× 1√

2πσ2

(
e−

(X1−µ1,+1)
2+(X2−µ1,+1)

2

2σ2 + e−
(X1−µ1,−1)

2+(X2−µ1,−1)
2

2σ2

)

Density of instance 〈a+b
2
, a+b

2
〉 is:

1

2
× 1√

2πσ2

(
e−

(a+b2 −a)
2+(a+b2 −a)

2

2σ2 + e−
(a+b2 −b)

2+(a+b2 −b)
2

2σ2

)
=
1

2
× 1√

2πσ2

(
e−

( b−a2 )2

2σ2 + e−
(a−b2 )2

2σ2

)
=
1

2
× 1√

2πσ2
× 2e−

( b−a2 )2

2σ2

Density of instance 〈c, d〉 is:

1

2
× 1√

2πσ2

(
e−

(c−a)2+(d−a)2

2σ2 + e−
(c−b)2+(d−b)2

2σ2

)
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First, note that (c− a)2 + (d− a)2 = (c− b)2 + (d− b)2.

(c− a)2 − (c− b)2 ?
= (d− b)2 − (d− a)2

(c− a+ c− b)(c− a− c+ b)
?
= (d− b+ d− a)(d− b− d+ a)

(2c− a− b)(−a+ b)
?
= (2d− b− a)(−b+ a)

2c− a− b ?
= b+ a− 2d

c+ d
?
= a+ b

We earlier established relationship among c, d, a, and b and proved that c + d = a + b.

Therefore, the density of instance 〈c, d〉 is:

1

2
× 1√

2πσ2
2e−

(c−a)2+(d−a)2

2σ2

Next, we test whether density of instance 〈a+b
2
, a+b

2
〉 is higher than density of instance 〈c, d〉.

1

2
× 1√

2πσ2
× 2e−

( b−a2 )2

2σ2
?
>

1

2
× 1√

2πσ2
2e−

(c−a)2+(d−a)2

2σ2

(b− a)2

2

?
< (c− a)2 + (d− a)2

(b− a)2
?
< 2(c− a)2 + 2(d− a)2
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Since c+ d = a+ b, assume c = a+ ε and d = b− ε, where ε is any real number.

(b− a)2
?
< 2(a+ ε− a)2 + 2(b− ε− a)2

(b− a)2
?
< 2ε2 + 2(b− a)2 + 2ε2 − 4(b− aε)

0
?
< 4ε2 + (b− a)2 +−4(b− aε)

0
?
< (2ε− b+ a)2

For any real numbers, a, b, and c, (2ε− b+ a)2 will always be greater than 0, except when

ε = b+a
2

, (2ε − b + a)2 will be equal to 0. When ε = b+a
2

, c = a + b−a
2

, i.e. c = a+b
2

. For

any other value of ε, instance 〈a+b
2
, a+b

2
〉 has a higher density, with respect to the underlying

model, than instance 〈c, d〉.

3.5.2 Empirical Justifications. We have shown that the UNC-CE case has lower density

than the UNC-IE case, with respect to the underlying naı̈ve Bayes model. Our proof as-

sumed that the instances were nearly perfectly uncertain, i.e. P (X|Y = +1) = P (X|Y =

−1) = 0.5. In reality, however, it is impractical to assume that the instances lie perfectly

on the decision boundary. To analyze such cases, we provide an empirical study to inves-

tigate the correlation between density and evidence for instances that are close to decision

boundary but not necessarily on the decision boundary of the model.

We created a synthetic dataset using a Bernoulli Naı̈ve Bayes model where the num-

ber of features was 10. We assumed that each parameter had a Beta prior, and hence the

posterior was also a Beta distribution. Note that even though the joint posterior distribution

P (Y,X|L) has a closed-form solution, computing the conditional P (Y |X,L) requires us

to resort to sampling. Therefore, rather than plugging in the mean of the posterior distri-

butions for P (Y |L) and P (X|Y,L), we instead sampled their values from their posterior

distributions, which gave us a sample over P (Y |X,L), rather than a single point estimate.
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Table 3.8. Spearman rank correlations between evidence and density, and evidence and
prediction variance, with respect to the model trained on L.

|L|
Evidence’s Correlation with
Density Variance

Mean Std. Dev Mean Std. Dev

20 -0.84 0.0353 0.91 0.0139

40 -0.93 0.0031 0.96 0.0018

60 -0.94 0.0025 0.97 0.0006

80 -0.95 0.0025 0.97 0.0006

100 -0.92 0.0092 0.95 0.0093

Using this sample, we computed the variance of P (Y |X,L).

We tested if, how, and how much the evidence, density, and variance are correlated

for the top uncertain instances. We used Equation 2.2 to compute the uncertainty score

of all instances x(i) ∈ U and considered instances above the threshold of 0.45 uncertainty

score to be the uncertain instances. We computed the evidence, which we earlier defined

as E+1(x
(i)) × E−1(x(i)), for each uncertain instance x(i), and ranked them in increasing

order of evidence. Let this ranking be re. We compared this ranking with the ranking with

respect to variance, rv, and with the ranking with respect to density, rd.

We computed the Spearman rank correlation between the evidence-based ranking,

re, and the variance-based ranking, rv. We also computed the Spearman rank correlation

between the evidence-based ranking, re, and the density-based ranking, rd. We computed

the correlations for various sizes of labeled data, L. We repeated each experiment 10

times, each time randomly choosing the labeled data L. We report the mean and standard

deviation of the correlations over the 10 trials.

Table 3.8 presents the results for Spearman rank correlations between evidence and

density, and between evidence and variance of the posterior predictive distribution, of the

uncertain instances for various training data sizes, |L|. These results clearly show that
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the amount of evidence the model has on uncertain instances and the densities of these

uncertain instances with respect to the model are highly negatively correlated (ranging

between -0.84 and -0.95), providing empirical evidence that uncertain instances with higher

evidence (UNC-CE instances) have lower density in the training data than the uncertain

instances with lower evidence (UNC-IE instances). These results further show that the

Spearman rank correlation between re and rv is positive and quite high, ranging from 0.91

to 0.97 for various training data sizes, showing that UNC-CE cases have higher variance

than the UNC-IE cases.

In Figure 3.8 we plot the histograms of the posterior predictive distributions P (Y =

+1|X,L) for two instances for which the model is uncertain for different reasons: conflict-

ing vs. inconclusive evidences. In both cases, the model is equally uncertain on X where

the mean of P (Y = +1|X,L) is 0.49. However, UNC-CE instance (the red histogram)

has twice the variance of the UNC-IE instance (the blue histogram), 0.10 versus 0.05 re-

spectively. Regular uncertainty sampling for active learning would not make a distinction

between these two instances as both have equally high uncertainty of 0.49, but UNC-CE

strategy would prefer the high variance one and the UNC-IE strategy would prefer the low

variance one.
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Figure 3.8. The histogram of P (Y = +1|X,L) for two instances that are uncertain for two
different reasons: conflicting-evidence vs. insufficient-evidence.

We have seen that the underlying model has higher variance on UNC-CE cases.
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Next, we compare UNC-CE and UNC-IE strategies to query-by-committee strategy [97],

which chooses instances on which the model has the highest prediction variance.

3.5.3 Comparison to Query-by-Committee. Query-by-committee (QBC) [97] is another

frequently used baseline in active learning. QBC selects instances that reduce the version

space size of the underlying model class [69]. A committee of classifiers is formed by

sampling hypotheses from the version space, but since this is not always possible, an ap-

proximate version of QBC can be formed by technique known as bagging, as described by

Abe and Mamitsuka [1998], and selects instances on which the committee disagrees the

most. The two most common approaches to measure the disagreement between commit-

tee members are margin of disagreement, i.e. the difference between number of votes for

the most popular label and number of votes for the next most popular label [65], and vote

entropy [22]. Vote entropy is defined as:

x∗ = argmax
x(i)∈U

−
∑
y∈Y

V (y)

C
log

V (y)

C
(3.15)

where y ranges over all possible labels in Y , V (y) is the number of votes that a label

receives from the committee members, and C is the committee size.

We built a committee of 10 classifiers using bagging technique described by Abe

and Mamitsuka [1998] and used vote entropy [22] as a measure of informativeness of in-

stances. Figs. 3.9 and 3.10 present the learning curves comparing UNC-CE and UNC-IE

with t = 10 to QBC. These results show that for most datasets and measures, UNC-CE

outperforms QBC whereas UNC-IE is worse than QBC. Table 3.9 presents the t-test results

comparing UNC-1, UNC-CE, and UNC-IE to QBC. For AUC measure, UNC-CE significantly

wins over QBC on seven datasets and loses on one (Spambase), whereas UNC-IE loses to

QBC on all datasets except Hiva. For accuracy, UNC-CE significantly outperforms QBC on

three datasets and loses on one (Ibn Sina), and for F1, it wins on three datasets and loses
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on one (LetterO). UNC-IE loses to QBC for both accuracy and F1 measures for all datasets.

Table 3.9. UNC-1, UNC-CE, and UNC-IE versus QBC. Number of datasets on which UNC-
1, UNC-CE, and UNC-IE significantly Win (W), Tie (T), or Lose (L) compared to QBC

baseline.

QBC baseline AUC ACCU F1
Method W/T/L W/T/L W/T/L
UNC-1 3/0/5 2/0/2 4/0/0
UNC-CE 7/0/1 3/0/1 3/0/1
UNC-IE 1/0/7 0/0/4 0/0/4

3.5.4 Discussion. We presented both analytical and empirical results showing that the

conflicting cases have lower density, with respect to the underlying model, than the incon-

clusive cases. That is, the perceived conflict is supported by a small amount of labeled

data whereas the lack of evidence is supported by more labeled data. This suggests that the

model is more likely to be incorrect in its reasoning that there is a conflict than its reasoning

that there is not enough evidence. Further, we showed that the model has higher variance

on the UNC-CE cases than on the UNC-IE cases. Put another way, the model parameters

are more “sure” about the uncertainty of the UNC-IE cases (lower variance) and therefore

the UNC-IE cases might indeed continue to be inconclusive even if more labeled data is

collected. We compared UNC-CE and UNC-IE strategies to QBC and showed that UNC-CE

outperforms QBC whereas UNC-IE loses to QBC.

3.6 Extension to Other Classifiers and Multi-class Classification

In this section, we describe how the evidence-based framework can be extended to

other classifiers. We formally define evidence using multinomial naı̈ve Bayes, logistic re-

gression, linear support vector machines, and non-linear support vector machines. Finally,

we discuss how it can be generalized to multi-class classification domains.

3.6.1 Evidence using Multinomial Naı̈ve Bayes. The probability of a document, d(i),
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Figure 3.9. AUC results for all eight datasets. UNC-CE outperforms QBC on seven out
of eight datasets ((b), (c), (d), (e), (f), (g), and (h)) and loses on Spambase dataset (a).
UNC-IE loses to QBC on seven out of eight datasets ((a), (b), (c), (d), (e), (f), and (g), and
wins on Hiva dataset (h).
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Figure 3.10. Accuracy results for four medium-imbalanced datasets (Spambase, Ibn Sina,
Calif. Housing and Nova). UNC-CE outperforms QBC on three datasets ((b), (c) and (d))
and loses on Spambase (a). UNC-IE loses to QBC on all four datasets. F1 results for four
relatively skewed datasets (Sick, Zebra, LetterO and Hiva). UNC-CE outperforms QBC

significantly on three datasets ((e), (f) and (h)), and loses on one (g). UNC-IE loses to
QBC on all four datasets.
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belonging to a class +1 is computed using Equation 3.16.

P (+1|d(i)) =
P (+1)

∏
1≤k(i)≤n P (t

(i)
k |+ 1)

P (d(i))
(3.16)

where, t(i)k is the kth term in a document, d(i), k(i) is the number of terms that appear in

document, d(i), and n is the dictionary size. A document d(i) can then be classified based

on the ratio of P (+1|d(i))
P (−1|d(i)) :

Y =


+1 if

(
P (+1)
P (−1)

∏
1≤k(i)≤n

P (t
(i)
k |+1)

P (t
(i)
k |−1)

)
> 1

−1 otherwise

(3.17)

From Equation 3.17, it follows that the term t
(i)
k of document d(i) provides evidence

for the positive class if P (t
(i)
k |+1)

P (t
(i)
k |−1)

> 1, and it provides evidence for the negative class oth-

erwise. Let Pd(i) and Nd(i) be two sets, such that Pd(i) contains the terms that provide

evidence for the positive class and Nd(i) is the set of terms that provide evidence for the

negative class:

Pd(i) , {t
(i)
k |

P (t
(i)
k |+ 1)

P (t
(i)
k | − 1)

> 1}

Nd(i) , {t
(i)
k |

P (t
(i)
k | − 1)

P (t
(i)
k |+ 1)

> 1}

Then, the total evidence the document, d(i), provides for the positive class is:

E+1(d
(i)) =

∏
t
(i)
k ∈Pd(i)

P (t
(i)
k |+ 1)

P (t
(i)
k | − 1)

(3.18)
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and, the total evidence the document provides for the negative class is:

E−1(d
(i)) =

∏
t
(i)
k ∈Nd(i)

P (t
(i)
k | − 1)

P (t
(i)
k |+ 1)

(3.19)

3.6.2 Evidence using Logistic Regression. The parametric model assumed by logistic

regression for binary classification is:

P (Y = −1|x) = 1

1 + e
(w0+

f∑
j=1

wjx
(i)
j )

(3.20)

P (Y = +1|x) = e
(w0+

f∑
j=1

wjx
(i)
j )

1 + e
(w0+

f∑
i=1

wjx
(i)
j )

(3.21)

An instance can then be classified using:

Y = sgn

(
w0 +

f∑
i=1

wjx
(i)
j

)
(3.22)

From Equation 3.22, it follows that the attribute value x(i)j of instance x(i) provides

evidence for the positive class if wjx
(i)
j > 0, and it provides evidence for the negative class

otherwise.

Let Px(i) and Nx(i) be two sets, such that Px(i) contains the attribute values that

provide evidence for the positive class and Nx(i) contains the attribute values that provide

evidence for the negative class:

Px(i) , {x
(i)
j | wjx

(i)
j > 0}
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Nx(i) , {x
(i)
k | wkx

(i)
k < 0}

Then, the total evidence that instance x(i) provides for the positive class is:

E+1(x
(i)) =

∑
x
(i)
j ∈Px(i)

wjx
(i)
j (3.23)

and, the total evidence that instance x(i) provides for the negative class is:

E−1(x
(i)) = −

∑
x
(i)
k ∈Nx(i)

wkx
(i)
k (3.24)

3.6.3 Evidence using Linear Support Vector Machines. Support Vector Machines

(SVM) maximize the margin of classification:

w = argmax
w

(
y × (w0 +

f∑
j=1

wjx
(i)
j )

)
(3.25)

and the classification rule is identical to that of logistic regression (Eqn. 3.22):

Y = sgn

(
w0 +

f∑
i=1

wjx
(i)
j

)
(3.26)

Following the reasoning of evidence using logistic regression, the equations for E+1(x
(i))

and E−1(x(i)) for linear SVM are identical to those for logistic regression.

3.6.4 Evidence using Non-linear Support Vector Machines. Non-linear SVM maps the

data on to a higher dimensional space and uses a linear classifier in a higher dimensional

space. For non-linear SVM, the optimization problem is:

w = argmin
w

λ‖ w ‖2 +
m∑
l=1

L(w.φ(x(l)), y(l)) (3.27)
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where w =
∑m

l=1 βlφ(x
(l)), λ = 1

C
is the regularization parameter, and L(y, t) =

max(0, 1− yt)p is a loss function. An instance, x(i), is then classified using:

Y = sgn
m∑
l=1

βlk(x
(l), x(i)) + b (3.28)

where k(x(l), x(i)) = φ(x(l))T .φ(x(i)) is a kernel function that defines weighted similarity

between x(l) and x(i) and βl is the coefficient which is non-zero for the support vectors and

zero for all other instances in the training data.

In case of non-linear SVMs, the evidence that instance x(i) provides for one class

or another is it’s weighted similarity to the support vectors, x(l), which is defined using a

kernel function, k(x(l), x(i)). Let Px(i) andNx(i) be two sets for instance x(i), such that Px(i)

contains the support vectors that provide evidence for the positive class for x(i) and Nx(i)

contains the support vectors that provide evidence for the negative class for x(i):

Px(i) , {x(j) | βjk(x(j), x(i)) > 0}

Nx(i) , {x(k) | βkk(x(k), x(i)) < 0}

Then, the total evidence that instance x(i) contains for the positive class is:

E+1(x
(i)) =

∑
x(j)∈P

x(i)

βjk(x
(j), x(i)) (3.29)

and, the total evidence that instance x(i) contains for the negative class is:

E−1(x
(i)) =

∑
x(k)∈N

x(i)

βkk(x
(k), x(i)) (3.30)

3.6.5 Evidence for Multi-class Classification. For binary classification, all three types of
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uncertainties (Equations 2.1, 2.2, and 2.3) prefer instances closest to the decision boundary

as specified by Equations 3.5, 3.22, and 3.26. However, their preferences differ in multi-

class classification. The entropy approach (Equation 2.1), for example, considers overall

uncertainty and takes into account all classes, whereas the maximum conditional approach

(Equation 2.2) considers how confident the model is about the most likely class. To keep

the discussion simple and brief, and as a proof-of-concept, we show how the evidence for

multi-class can be extended for naive Bayes (Equation 3.4) when used with the margin

uncertainty approach (Equation 2.3).

The margin uncertainty prefers instances for which the difference between the prob-

abilities of most-likely class ym and next-likely class yn is minimum. LetMx(i) and Nx(i)

be two sets, such thatMx(i) contains the attribute values that provide evidence for the most-

likely class and Nx(i) contains the attribute values that provide evidence for the next likely

class:

Mx(i) , {x
(i)
j |

P (x
(i)
j |ym)

P (x
(i)
j |yn)

> 1}

Nx(i) , {x
(i)
k |

P (x
(i)
k |yn)

P (x
(i)
k |ym)

> 1}

Then, the total evidence that instance x(i) provides for the most-likely class (in comparison

to the next-likely class) is:

Em(x
(i)) =

∏
x
(i)
j ∈M

(i)
x

P (x
(i)
j |ym)

P (x
(i)
j |yn)

(3.31)

and, the total evidence that instance x(i) provides for the next-likely class (in comparison

to the most-likely class) is:

En(x
(i)) =

∏
x
(i)
k ∈N

(i)
x

P (x
(i)
k |yn)

P (x
(i)
k |ym)

(3.32)
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3.7 Conclusion

We introduced an evidence-based framework to uncover the reasons for model’s

uncertainty on instances, and made the active learner transparent to provide its reasons for

selecting instances. We used this framework to distinguish between two types of uncer-

tainties: a model is uncertain about an instance due to strong and conflicting evidence for

both classes (conflicting-evidence uncertainty) vs. a model is uncertain because it does not

have sufficient evidence for either class (insufficient-evidence uncertainty). The traditional

uncertainty sampling does not distinguish between these types of uncertainties, but our em-

pirical evaluations showed that making this distinction had a big impact on the performance

of uncertainty sampling. While insufficient-evidence uncertain instances provided the least

value to an active learner, actively labeling conflicting-evidence uncertain instances signifi-

cantly improved the traditional uncertainty sampling. We provided analytical and empirical

results showing that the conflicting-evidence instances are underrepresented in the labeled

data compared to the insufficient-evidence instances. We further provided empirical re-

sults showing that the model has higher variance on the conflicting-evidence instances than

on the insufficient-evidence instances. These two results suggest that the model is more

likely to be incorrect in its decision that there is a conflict than its decision that the case is

inconclusive.
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CHAPTER 4

RATIONALES FRAMEWORK FOR DOCUMENT CLASSIFICATION

In this chapter, I discuss how we enrich the interaction between the human and ac-

tive learner and provide a framework to incorporate rich feedback from human expert into

the training of predictive models. Specifically, we ask the human expert to read documents

and provide labels and rationales for the classification of a document. In this chapter, I

focus on text classification task, as labeling documents does not require much domain ex-

pertise. In the rationales framework, the learner iteratively selects a document for querying

and asks the human to provide a label and a rationale for classification by highlighting

phrases that convinced him/her to choose a particular label. We provide the rationales

framework that uses a simple, and yet effective approach, to incorporate rationales for doc-

ument classification into the training of any off-the-shelf classifier, such as naı̈ve Bayes,

logistic regression, and support vector machines, and show that incorporating rationales

into learning can increase the learning efficiency of active learner and minimize the human

time and effort in providing supervision.

This chapter is based on the work that I did with my advisor, Dr. Mustafa Bilgic,

and Di Zhuang. This work has been published in the North American Chapter of the

Association for Computational Linguistics Human Language Technologies, 2015 [101].

An extension of this work as a journal article has been accepted with minor revision in the

Machine Learning Journal, 2017.

4.1 Introduction

Annotating documents for supervised learning is a tedious, laborious, and time con-

suming task for humans. Given huge amounts of unlabeled documents, it is impractical for

annotators to go over each document and provide a label. To reduce the annotation time and
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effort, various approaches such as semi-supervised learning [15] that utilizes both labeled

and unlabeled data, and active learning [94] that carefully chooses instances for annotation

have been developed. To further minimize the human effort, recent work looked at eliciting

domain knowledge, such as rationales and feature annotations, from the annotators instead

of just the labels of documents.

Humans can classify instances based on their prior knowledge about feature-class

correlations. In order for the classifier to learn similar feature-class correlations from the

data, it needs to see many labeled instances. For example, consider the task of sentiment

analysis for movie reviews where a classifier is tasked with classifying the reviews as over-

all positive or overall negative. When the classifier is presented with a negative review that

reads “I saw this movie with my friends over the weekend. The movie was terrible.”, the

classifier does not know which terms in this review are responsible for classifying it as a

negative review. Unless the classifier has observed many more negative reviews that have

the word “terrible” in them, it would not know that “terrible” is a negative sentiment word,

and unless it has seen many positive and negative reviews that have the words “friend” and

“weekend” in them, it would not know that these words are potentially neutral sentiment

words. In domains where labeled data is scarce, teasing out this kind of information is

like searching for a needle in haystack. In learning with rationales framework, in addition

to a label, the annotator provides a rationale, pointing out the phrases that are responsible

for the assigned label, enabling the classifier to quickly identify the important feature-class

correlations and speed up the learning.

A bottleneck in effective utilization of rationales elicited from annotators is that

the traditional supervised learning approaches cannot readily handle the elicited rich feed-

back. To address this issue, many methods have been developed that are classifier-specific.

Examples include knowledge-based neural networks [40], [116], [117], knowledge-based

support vector machines [39], pooling multinomial naı̈ve Bayes [66], incorporating feature
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annotation into locally-weighted logistic regression [25], incorporating constraints into the

training of naı̈ve Bayes [108], and converting rationales and feature annotations into con-

straints for support vector machines [105], [123]. Being classifier-specific limits their ap-

plicability when one does not know which classifier is best suited for his/her domain and

hence would like to test several classifiers, necessitating a simple and generic approach that

can be utilized by several off-the-shelf classifiers.

In this chapter, we present a simple and yet effective approach that can incorporate

the elicited rationales in the form of feature annotations into the training of any off-the-

shelf classifier. We empirically show that it is effective at incorporating rationales into the

learning of naı̈ve Bayes, logistic regression, and support vector machines using four text

categorization datasets. We compare our approach to other baselines from the literature.

We further discuss a novel active learning strategy specifically geared towards the learning

with rationales framework and empirically show that it improves over traditional active

learning.

This chapter is organized as follows. In Section 4.2, we provide a brief background

on eliciting rationales in the context of active learning. In Section 4.3, we describe our

approach for incorporating rationales into the training of classifiers, compare the improve-

ments provided by incorporating rationales into learning to the traditional learning that

does not use rationales, and evaluate our approach on a dataset with user-annotated ratio-

nales. We compare our method to three baselines, Melville and Sindhwani [2009], Das

et al. [2013], and Zaidan et al. [2007] in Section 4.4. In Section 4.5, we present an active

learning method using the learning with rationales framework and present relevant results.

Finally, we conclude in Section 4.6.

4.2 Background

Let D be a set of document-label pairs 〈x, y〉, where the label (value of y) is known
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for only a small subset L ⊂ D of documents: L = {〈x, y〉} and the rest, U = D \

L, consists of the unlabeled documents: U = {〈x, ?〉}. We assume that each document

xi is represented as a vector of features (most commonly as a bag-of-words model with

a dictionary of predefined set of phrases, which can be unigrams, bigrams, etc.): xi ,

{f i1, f i2, · · · , f in}. Each feature f ij represents the binary presence (or absence), frequency,

or tf-idf representation of the word/phrase j in document xi. Each label y ∈ Y is a discrete-

valued variable: Y , {y1, y2, · · · , yl}.

Typical greedy active learning algorithms iteratively select an informative docu-

ment 〈x∗, ?〉 ∈ U according to utility-based heuristics, query a labeler for its label y∗, and

incorporate the new document 〈x∗, y∗〉 into the training set, L. This process continues until

a stopping criterion is met, usually until a given budget, B, is exhausted.

In the learning with rationales framework, in addition to querying for label y∗ of

document x∗, the active learner asks the labeler to provide a rationale,R(x∗), for the chosen

label. The rationale in its most general form consists of a subset of the terms that are present

in document x∗: R(x∗) = {f ∗k : k ∈ x∗}. Note that there might be cases where the labeler

cannot pinpoint any phrase as a rationale, in which case R(x∗) is allowed to be empty (φ).

The labeled set now contains the document-label-rationale triplets 〈x∗, y∗, R(x∗)〉, instead

of the document-label pairs 〈x∗, y∗〉. Algorithm 2 formally describes the active learning

process that elicits rationales from the labeler.

Algorithm 2 Active Learning with Rationales
1: Input: U - unlabeled documents, L - labeled documents, θ - underlying classification

model, B - budget
2: repeat
3: x∗ = argmax

x∈U
utility(x|θ)

4: request label and rationale for this label
5: L ← L ∪ {〈x∗, y∗, R(x∗)〉}
6: U ← U \ {〈x∗〉}
7: Train θ on L
8: until Budget B is exhausted; e.g., |L| = B
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The goal of eliciting rationales is to improve the learning efficiency by incorporating

domain knowledge. However, it is not trivial to integrate domain knowledge into the state-

of-the-art classifiers, such as logistic regression and support vector machines, because the

traditional classifiers are able to handle only 〈x, y〉 pairs and they cannot readily handle

〈x, y, R(x)〉 triplets. In order to incorporate the additional rationales or feature annotations

into learning, a few classifier-specific approaches have been developed, that modify the way

a classifier is trained. For example, Zaidan et al. [2007] and Raghavan and Allan [2007]

introduced constraints for support vector machines to incorporate rationales. Melville and

Sindhwani [2009] incorporated feature annotation into multinomial naı̈ve Bayes by training

two multinomial naı̈ve Bayes models, one on labeled instances and the other on labeled

features, and used linear pooling to combine the two models. Das et al. [2013] utilized

locally-weighted logistic regression to incorporate feature labels into logistic regression by

locally fitting a logistic function on instances around a small neighborhood of test instances

and taking into account the labeled features. We next describe our approach that can readily

incorporate rationales into any classifier by modifying the training data, without requiring

changes to the training algorithm of a classifier.

4.3 Learning with Rationales

In this section we first provide the formulation of our approach to incorporate ra-

tionales into learning and then present results comparing learning with rationales (LwR)

to learning without rationales (Lw/oR) on four document classification datasets. We eval-

uate our approach using multinomial naı̈ve Bayes, logistic regression, and support vector

machines classifiers.

4.3.1 Training a Classifier Using Labels and Rationales. Like most previous work,

we assume that the rationales, i.e. the phrases, returned by the labeler already exist in

the dictionary of the vectorizer. Hence, the rationales correspond to features in our vector

representation. It is possible that the labeler returns a phrase that is currently not in the dic-
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tionary; for example, the labeler might return a phrase that consists of three words whereas

the representation has single words and bi-grams only. In that case, the representation can

be enriched by creating and adding a new feature that represents the phrase returned by the

labeler.

Our simple approach works as follows: we modify the features of the annotated

document 〈xi, yi, R(xi)〉 to emphasize the rationale(s) and de-emphasize the remaining

phrases in that document. We simply multiply the features corresponding to phrase(s)

that are returned as rationale(s) by weight r and we multiply the remaining features in the

document by weight o, where r > o, and r and o are hyper-parameters. The modified

document becomes:

xi′ = 〈r × f ij ,∀f ij ∈ R(xi); o× f ij ,∀f ij /∈ R(xi)〉 (4.1)

Note that the rationales are tied to documents for which they were provided as

rationales. One phrase might be a rationale for the label of one document and yet it might

not be a rationale for the label of another document. Hence, the feature weightings are

done at the document level, rather than globally. To illustrate this concept, we provide

an example dataset below with three documents. In these documents, the words that are

returned as rationales are underlined.

Document 1: This is a great movie.

Document 2: The plot was great, but the performance of the actors was terrible. Avoid it.

Document 3: I’ve seen this at an outdoor cinema; great atmosphere. The movie was terrific.

As these examples illustrate, the word “great” appears in all three documents, but

it is marked as a rationale only for Document 1. Hence, we do not weight the rationales

globally; rather, we modify only the labeled document using its particular rationale. Table

6.1 illustrates the Lw/oR and LwR representations for these documents.
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Table 4.1. The Lw/oR binary representation (top) and its LwR transformation (bottom) for
Documents 1, 2, and 3. Stop words are removed. LwR multiplies the rationales with r
and other features with o.
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Lw/oR Representation (binary)

Document 1 1 1

Document 2 1 1 1 1 1 1

Document 3 1 1 1 1 1 1

LwR Transformation of the binary Lw/oR representation

Document 1 r o

Document 2 o o o o r r

Document 3 o o o o o r

Our approach modifies the training data, in which the rationale features are

weighted higher than the other features, and hence our approach can incorporate rationales

into the training of any off-the-shelf classifier, without requiring changes to the training

algorithm of a classifier. In our approach, the training algorithm of a classifier uses the

modified training data to estimate the parameters of the model. This approach is simple,

intuitive, and classifier-agnostic. As we will show later, it is quite effective empirically as

well. To gain a theoretical understanding of this approach, consider the work on regular-

ization: the aim is to build a sparse/simple model that can capture the most important fea-

tures of the training data and thus have large weights for important features and small/zero

weights for irrelevant features. For example, consider the gradient of weight wj for feature

fj for logistic regression with l2 regularization (assuming y is binary with 0/1):

∇wj = C ×
∑
xl∈L

f lj × (yl − P (y = 1|xl))− wj (4.2)
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where C is the complexity parameter that balances between fit to the data and the model

complexity. With our rationales framework, the gradient for wj will be:

∇wj = C ×

 ∑
xl∈L:f lj∈R(xl)

r × f lj × (yl − P (yl = 1|xl))

+
∑

xl∈L:f lj /∈R(xl)

o× f lj × (yl − P (yl = 1|xl))

− wj (4.3)

In Equation 4.3, feature fj contributes more to the gradient of weight wj when a document

in which it is marked as a rationale is misclassified. When fj appears in another document

xk, but is not a rationale, its contribution to the gradient is muted by o. Hence, when

r > o, this framework implicitly provides more granular (per instance-feature combination)

regularization by placing a higher importance on the contribution of the rationales versus

non-rationales in each document.4

Note that in our framework, the rationales are tied to their own documents; that

is, we do not weight rationales and non-rationales globally. In addition to providing more

granular regularization, this approach has the benefit of allowing different rationales to con-

tribute differently to the objective function of the trained classifier. For example, consider

the case where the number of documents in which word fj (e.g., “excellent”) is marked as

a rationale is much more than the number of documents in which another word fk (e.g.,

“good”) is marked as a rationale. In this case, the first summation term in Equation 4.3

will range over more documents for the gradient of wj compared to the gradient of wk,

giving more importance to wj than to wk. In the traditional feature annotation work, this

4The justification for our approach is similar for support vector machines. The idea
is also similar for multinomial naı̈ve Bayes with Dirichlet priors αj . For a fixed Dirichlet
prior with 〈α1, α2, · · · , αn〉 setting, when o < 1 for a feature fj , its counts are smoothed
more.
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Table 4.2. Description of the datasets: the domain, number of instances in training and test
datasets, and size of vocabulary.

Dataset Task Train Test Vocabulary
IMDB Sentiment analysis of movie reviews 25,000 25,000 27,272

NOVA Email classification (politics versus religion) 12,977 6,498 16,969

SRAA Aviation vs. auto document classification 48,812 24,406 31,883

WvsH 20Newsgroups (Windows vs. hardware) 1,176 783 4,026

can be achieved only if the labeler can rank the features; but then, it is often very difficult,

if not impossible, for the labelers to determine how much more important one feature is

compared to another.

4.3.2 Experiments Comparing LwR to Lw/oR. In this section we first describe the

settings, datasets, and classifiers used for our experiments and how we simulated a hu-

man labeler to provide rationales. Then, we present results comparing the learning curves

achieved with learning without rationales (Lw/oR) and learning with rationales (LwR).

4.3.2.1 Methodology. For this study, we used four document classification datasets.

IMDB dataset consists of movie reviews [61]. Nova is a text classification dataset used in

active learning challenge [44]. SRAA5 dataset consists of documents that discuss either

auto or aviation. WvsH6 is a 20 Newsgroups dataset using the Windows vs. hardware

categories. We provide the description of these datasets in Table 3.1. IMDB and WvsH had

separate train and test datasets. For NOVA and SRAA datasets, we randomly selected two-

thirds of the documents for train dataset and the remaining one-third of the documents were

used as the test dataset. We treated the train datasets as unlabeled set, U , in Algorithm 2.

We used the bag-of-words representation of documents with a dictionary of prede-

fined vocabulary of phrases, consisting of only unigrams. To test whether our approach

5http://people.cs.umass.edu/ mccallum/data.html

6http://qwone.com/ jason/20Newsgroups/
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works across representations, we experimented with both binary and tf-idf representations

for these text datasets. We evaluated our method using multinomial naı̈ve Bayes, logistic

regression, and support vector machines, as these are strong classifiers for text classifica-

tion. We used the scikit-learn [78] implementation of these classifiers with their default

parameter settings for the experiments in this section.

To compare various strategies, we used learning curves. The initially labeled dataset

was bootstrapped using 10 documents by picking 5 random documents from each class. A

budget, B, of 200 documents was used in our experiments, because most of the learning

curves flattened out after about 200 documents. We evaluated all the strategies using AUC

(Area Under an ROC Curve) measure. The code to repeat our experiments is available on

Github (http://www.cs.iit.edu/∼ml/code/).

While incorporating the rationales into learning, we set the weights for rationales

and the remaining features of a document as 1 and 0.01 respectively (i.e., r = 1 and

o = 0.01). That is, we did not overemphasize the features corresponding to rationales

but rather de-emphasized the remaining features in the document. These weights worked

reasonably well for all four datasets, across all three classifiers, and using both binary and

tf-idf data representations.

Obviously, these are not necessarily the best weight settings one can achieve; the

optimal settings for r and o depend on many factors, such as the extent of the knowledge

of the labeler (i.e., how many words a labeler can recognize), how noisy the labeler is,

and how much labeled data there is in the training set. A more practical approach is to

tune these parameters (e.g., using cross-validation) at each step of the learning curve. For

simplicity, in this section, we present results using fixed weights for r and o as 1 and 0.01

respectively. Later, in Section 4.4, we present results by tuning the weights r and o using

http://www.cs.iit.edu/~ml/code/
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cross-validation on labeled data.

4.3.2.2 Simulating the Human Expert. Like most literature on feature labeling, we

constructed an artificial labeler to simulate a human labeler, to allow for large-scale ex-

perimentation on several datasets and parameter configurations. Every time a document

is annotated, we asked the artificial labeler to mark a word as a rationale for the chosen

label. We allowed the labeler to return any one, and not necessarily the top one, of the

positive words as a rationale for a positive document and any one of the negative words as

a rationale for a negative document. If the labeler did not recognize any of the words as

positive (negative) in a positive (negative) document, we let the labeler return null (φ) as

the rationale.

To make this as practical as possible in a real-world setting, we constructed the

artificial labeler to recognize only the most apparent words in the documents. For gen-

erating rationales, we chose only the positive (negative) features that had the highest χ2

(chi-squared) statistic in at least 5% of the positive (negative) documents. This resulted in

an overly-conservative labeler that recognized only a tiny subset of the words as rationales.

For example, the artificial labeler knew about only 49 words out of 27272 for IMDB, 111

words out of 16969 for NOVA, 67 words out of 31883 for SRAA, and 95 words out of 4026

for WvsH dataset.

To determine whether the rationales selected by this artificial labeler are meaning-

ful, we printed the actual words returned as rationales for IMDB dataset in Figure 4.1,

and verified that a majority of these words are human-recognizable words that could be

naturally provided as rationales for classification. For example, the positive terms for the

IMDB dataset included “great”, “excellent”, and “wonderful” and the negative terms in-

cluded “worst”, “bad”, and “waste”. As Figure 4.1 shows, the rationales returned by the

artificial labeler are unigrams.
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‘great’, ‘excellent’, ‘wonderful’, ‘perfect’, ‘best’, ‘amaz-
ing’, ‘beautiful’, ‘love’, ‘favorite’, ‘loved’, ‘superb’, ‘bril-
liant’, ‘highly’, ‘fantastic’, ‘today’, ‘performance’, ‘beau-
tifully’, ‘also’, ‘always’, ‘both’, ‘heart’, ‘performances’,
‘touching’, ‘wonderfully’, ‘enjoyed’, ‘well’

‘worst’, ‘bad’ , ‘waste’, ‘awful’, ‘terrible’, ‘stupid’, ‘worse’,
‘boring’, ‘horrible’, ‘poor’, ‘nothing’, ‘crap’, ‘minutes’,
‘supposed’, ‘poorly’, ‘no’, ‘lame’, ‘ridiculous’, ‘plot’,
‘script’, ‘avoid’, ‘dull’, ‘mess’

Figure 4.1. Words selected as rationales for positive movie reviews (top) and negative
movie reviews (bottom) for IMDB dataset.

4.3.2.3 Results. Figure 4.2 presents the learning curves comparing LwR to Lw/oR

on four document classification datasets with binary and tf-idf representations and using

multinomial naı̈ve Bayes, logistic regression, and support vector machines. We made sure

that both Lw/oR and LwR work with the same set of documents, and the only difference

between them is that in Lw/oR, the labeler provides only a label whereas in LwR, the

labeler provides both a label and a rationale. Hence, the difference between the learning

curves of Lw/oR and LwR stems not from choosing different documents but rather from

incorporating rationales into learning. Figure 4.2 shows that even though the artificial

labeler knew about only a tiny subset of the vocabulary, and returned any one word, rather

than the top word or all the words, as a rationale, LwR drastically outperformed Lw/oR

across all datasets, classifiers, and representations. These results show that our method for

incorporating rationales into the learning process is quite effective.

LwR provides improvements over Lw/oR, especially at the beginning of learning,

when the labeled data is limited. LwR improves learning by enabling the classifier to

quickly identify important feature-class correlations using the rationales provided by la-

beler. When the labeled data is large, Lw/oR can surpass LwR when r >> o. Ideally, one

should have r >> o when the labeled data is small and r should be closer to o when the
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labeled data is large. A more practical approach would be to tune these parameters (e.g.,

using cross-validation, as we later present in Section 4.4.2.2) at each iteration of learning.

We empirically found that most settings where r > o in LwR approach performed better

than Lw/oR. In this section, for simplicity, we set r = 1 and o = 0.01.

As discussed in Section 4.3.2.1, we used the default complexity parameters for lo-

gistic regression and support vector machines and used Laplace smoothing for multinomial

naı̈ve Bayes. Since most features are expected to be non-rationales, in Equation 4.3, most

features will appear in the second summation term, with o = 0.01. We tested whether the

improvements that LwR provides over Lw/oR are simply due to implicit higher regular-

ization for most of the features with o = 0.01, and hence experimented with Equation 4.2

(which is Lw/oR) using C = 0.01. We observed that setting C = 0.01 and indiscrimi-

nately regularizing all the terms did not improve Lw/oR on most datasets and classifiers

using both binary and tf-idf representations, providing experimental evidence that the im-

provements provided by LwR are not due to just higher regularization, but they are due to a

more fine-grained regularization, as explained in Section 4.3.1. We present one such result

for IMDB dataset using logistic regression in Figure 4.3(a).

Similarly, since most features in LwR representation had a weight of 0.01, and only

a handful of features had a weight of 1, we repeated all the experiments using r = 0.01

and o = 0.01 to test whether indiscriminately decreasing the weights for all the terms in all

the documents provides any improvement in Lw/oR. One would not expect that decreas-

ing the weights for all the terms in all the documents would provide any improvement in

learning, however, the LwR representation with r = 1 and o = 0.01 is quite similar to the

representation where r = 0.01 and o = 0.01, because all the words, except the rationale

word, in a document have a weight of 0.01. As expected, we found that for all datasets and

classifiers and using both binary and tf-idf representations, indiscriminately multiplying all

the terms by 0.01, i.e. setting r = 0.01 and o = 0.01, did not improve Lw/oR, providing
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Figure 4.2. Comparison between LwR and Lw/oR using multinomial naı̈ve Bayes, lo-
gistic regression, and support vector machines on four datasets: IMDB ((a), (b), and
(c)), NOVA ((d), (e), and (f)), SRAA ((g), (h), and (i)), and WvsH ((j), (k), and (l)).
LwR provides drastic improvements over Lw/oR for all datasets with binary and tf-idf
representations and using all three classifiers.
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further experimental evidence that the improvements provided by LwR over Lw/oR are not

just due to placing smaller weights on all the terms. We present one such result for SRAA

dataset using support vector machines in Figure 4.3(b).
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Figure 4.3. (a) Results showing the effect of setting C = 0.01 for Lw/oR using binary
and tf-idf representations. (b) Results showing the effect of multiplying the weights for
all features by 0.01, i.e. setting r = 0.01 and o = 0.01. Using a higher regularization,
C = 0.01, for Lw/oR or indiscriminately multiplying the weights of all features by 0.01
does not provide improvement over Lw/oR.

Even though LwR improves performance drastically over Lw/oR, providing both

a label and a rationale is expected to take more time of the labeler than simply providing a

label. The question then is how to best utilize the labeler’s time and effort: is it better to

ask for only the labels of documents or should we elicit rationales along with the labels?

To test how much a document annotated with a label and a rationale is worth, we computed

how many documents a labeler would need to inspect to achieve a target AUC performance,

using Lw/oR and LwR. Table 4.3 and Table 4.4 present the number of documents required

to achieve a target AUC using Lw/oR and LwR for multimonial naı̈ve Bayes using binary

and tf-idf representations.

Tables 4.3 and 4.4 show that LwR drastically accelerates learning compared to

Lw/oR, and it requires relatively very few annotated documents for LwR to achieve the
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same target AUC as Lw/oR. For example, in order to achieve a target AUC of 0.95 for

SRAA dataset (using tf-idf representation with MNB classifier), Lw/oR required labeling

656 documents, whereas LwR required annotating a mere 29 documents. That is, if the

labeler is spending a minute per document to simply provide a label, then it is better to

provide a label and a rationale as long as providing both a label and a rationale does not

take more than 656/29 ≈ 22 minutes of labeler’s time. The results for logistic regression

and support vector machines using both binary and tf-idf representations are similar, and

hence they are omitted to avoid redundancy.

Table 4.3. Comparison of number of documents needed to be annotated to achieve various
target AUC performances using Lw/oR and LwR with multinomial naı̈ve Bayes using
binary representation. ‘N/A’ represents that a target AUC cannot be achieved by the
learning strategy.

Dataset Target AUC 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95

IMDB

Lw/oR-binary 23 63 79 102 152 339 N/A N/A

LWR-binary 2 5 11 22 62 257 N/A N/A

Ratio 11.5 12.6 7.2 4.6 2.5 1.3 N/A N/A

NOVA

Lw/oR-binary 2 5 98 134 160 201 304 584

LWR-binary 2 2 5 6 11 24 51 N/A

Ratio 1 2.5 19.6 22.3 14.5 8.4 5.9 N/A

SRAA

Lw/oR-binary 6 9 25 76 100 188 294 723

LWR-binary 2 2 3 5 7 9 20 N/A

Ratio 3 4.5 8.3 15.2 14.3 20.9 14.7 N/A

WvsH

Lw/oR-binary 6 17 28 38 139 693 N/A N/A

LWR-binary 2 3 4 6 12 32 200 N/A

Ratio 3 5.7 7 6.3 11.6 21.7 N/A N/A

Zaidan et al. [2007] conducted user studies and showed that providing 5 to 11 ra-

tionales and a class label per document takes roughly twice the time of providing only the

label for the document. In our experiments, the labeler was asked to provide any one ra-
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Table 4.4. Comparison of number of documents needed to be annotated to achieve various
target AUC performances using Lw/oR and LwR with multinomial naı̈ve Bayes using
tf-idf representation. ‘N/A’ represents that a target AUC cannot be achieved by the
learning strategy.

Dataset Target AUC 0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95

IMDB

Lw/oR-tfidf 7 14 37 65 106 233 841 N/A

LWR-tfidf 2 4 10 16 37 164 N/A N/A

Ratio 3.5 3.5 3.7 4.1 2.9 1.4 N/A N/A

NOVA

Lw/oR-tfidf 2 2 3 3 5 12 28 126

LWR-tfidf 2 2 2 3 4 11 31 110

Ratio 1 1 1.5 1 1.2 1.1 0.9 1.1

SRAA

Lw/oR-tfidf 2 4 7 12 21 58 109 656

LWR-tfidf 2 2 3 4 6 8 13 29

Ratio 1 2 2.3 3 3.5 7.3 8.4 22.6

WvsH

Lw/oR-tfidf 5 9 17 33 57 127 380 N/A

LWR-tfidf 2 3 4 6 12 33 188 N/A

Ratio 2.5 3 4.3 5.5 4.8 3.8 2 N/A

tionale instead of all the rationales. Hence, even though we do not know for sure whether

labelers would take more/less time in providing one rationale as opposed to all the ratio-

nales, Tables 4.3 and 4.4 show that documents annotated with rationales are often worth at

least as two and sometimes more than even 20 documents that are simply annotated with

labels.

4.3.2.4 Results with User-Annotated Rationales. We evaluated our approach on user-

annotated IMDB dataset provided by Zaidan et al. [2008]. The dataset consists of 1800

IMDB movie reviews for which a user provided rationales for labeled documents. The

main difference between the simulated expert and the user-annotated dataset is that the

simulated expert selected only one word as a rationale, whereas the human highlighted

many words, and sometimes even phrases, as rationales. Simulated rationales can also be
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noisy; in our study, the simulated labeler returns any one word as a rationale, but in real

life, it might not be the rationale.

We performed 5-fold cross validation and repeated each experiment 5 times for

each fold and present average results. We used tf-idf representation of the dataset. Figure

4.4 presents the results on user-annotated IMDB dataset comparing LwR to Lw/oR using

multinomial naı̈ve Bayes, logistic regression, and support vector machines. We found that

LwR performed better than Lw/oR using the default weight settings (r = 1 and o = 0.01).

However, user-annotated rationales can be really noisy, where users do not necessarily

pinpoint just the important words, but rather highlight phrases (or even sentences) that

span several words. When the expert is noisy, the trust in the expert should be reflected in

the weights r and o. If the user is trustworthy and precise in pin-pointing the rationales,

then r should be much greater than o, but if the user is noisy, then r should be relatively

closer to o.

To test the effect of weights r and o on noisy rationales, we experimented with

various settings for r and o between 0.001 and 1000. For user-annotated IMDB dataset,

we found that weight settings where r was closer to o worked better than weight settings

where r was much greater than o. In general, the default setting of r=1 and o=0.01 worked

well for the simulated labeler case and the setting r = 1 and o = 0.1 worked well for the

user-annotated case.

4.4 Comparison with Baselines

In this section, we empirically compare our approach to incorporate rationales with

other classifier-specific approaches from the literature. Our experiments were based on

three classifiers: multinomial naı̈ve Bayes, logistic regression, and support vector ma-

chines. Hence, we looked for classifier-specific approaches in the literature that focused

on these three classifiers.
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Figure 4.4. Comparison of LwR to Lw/oR on user-annotated IMDB dataset with tf-idf
representation using (a) multinomial naı̈ve Bayes, (b) logistic regression, and (c) support
vector machines. LwR with default weight setting of r = 1 and o = 0.01 provides
improvements over Lw/oR using all three classifiers. Since user-annotated rationales
can be rather noisy, LwR with weights r = 1 and o = 0.1 performs better than LwR
with weights r = 1 and o = 0.01.

When the underlying classifier is support vector machines, the closest work to ours

is that of Zaidan et al. [2007], in which they incorporated rationales into the training of

support vector machines, so we chose this as a baseline for our approach using support

vector machines. When the underlying classifier is multinomial naı̈ve Bayes, we are not

aware of any approach specifically developed to incorporate rationales into learning. The

closest work to learning with rationales is feature annotation (e.g., [66], [81], and [109]), in

which labelers annotate features independent of the documents. Even though learning with

rationales is not the same as feature annotation, learning with rationales can be treated as

feature annotation if the underlying rationales correspond to features. Melville and Sind-

hwani [2009] presented pooling multinomials to incorporate feature annotations into the

training of multinomial naı̈ve Bayes, hence we chose this as a baseline for our approach

using multinomial naı̈ve Bayes. We are not aware of any approach specifically developed

to incorporate rationales into the training of logistic regression classifier, and the closest

work is that of Das et al. [2013], which was specifically designed to incorporate feature

annotation into the training of locally-weighted logistic regression, and hence we chose it
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as a baseline for our approach using logistic regression.

4.4.1 Description of the Baselines. In this section, we describe the three baselines,

Zaidan et al. [2007], Melville and Sindhwani [2009], and Das et al. [2013], to which we

compare our approach.

4.4.1.1 Description of Zaidan et al. [2007]. Zaidan et al. [2007] presented a method to

incorporate rationales into the training of support vector machines. They asked labelers to

highlight the most important words and phrases as rationales to justify why a movie review

is labeled as positive or negative. For each document, xi, annotated with a label and one

or more rationales, one or more contrast examples, vij (where j is the number of rationales

for document xi), is created that resembles xi, but lacks the evidence (rationale) that the

annotator found significant, and new examples xij def
= xi−vij

µ
along with their class labels,

〈xij, yi〉, are added to the training set, where µ controls the desired margin between the

original and contrast examples. The soft-margin SVM chooses w and ξi to minimize:

min
w

1

2
‖w‖2 + C(

n∑
i=1

ξi) (4.4)

subject to the constraints:

(∀i)w · xi · yi ≥ 1− ξi (4.5)

(∀i)ξi ≥ 0 (4.6)

where xi is a training document, yi ∈ {−1,+1} is the class, and ξi is the slack variable.

The parameter C > 0 controls the relative importance of minimizing w and cost of the
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slack. In their approach, they add the contrast constraints:

(∀i, j)w · (xi − vij) · yi ≥ µ(1− ξij) (4.7)

where ξij > 0 is the associated slack variable. The contrast constraints have their own mar-

gin, µ, and the slack variables have their own cost, so their objective function for support

vector machines becomes:

min
w

1

2
‖w‖2 + C(

n∑
i=1

ξi) + Ccontrast(
∑
i,j

ξij) (4.8)

In Zaidan et al. [2007], for each document, one contrast example, vij , and several

pseudoexamples, xij , for the rationales are created. Hence, according to Equation 4.8, the

hyperplane is determined by whether the contrast examples or the pseudoexamples add to

the loss function or participate in the optimization as a support vector. Analytically, our

approach is equivalent to Zaidan et al. [2007] when all of the following three conditions

hold: (i) C = Ccontrast, (ii) o = 1 and r = 1
µ

, and (iii) in our approach, if a document xi

becomes a support vector, then in Zaidan et al. [2007] approach, both the contrast example,

vij , and pseudoexamples, xij , for the document xi also become support vectors.

4.4.1.2 Description of Melville and Sindhwani [2009]. Melville and Sindhwani [2009]

presented an approach to incorporate feature labels and instance labels into the training of

a multinomial naı̈ve Bayes classifier. They build two multinomial naı̈ve Bayes models: one

trained on labeled instances and the other trained on labeled features. The two models are

then combined using linear pooling [67] to aggregate the conditional probabilities, P (fj|yk)

using:

P (fj|yk) = βPe(fj|yk) + (1− β)Pf (fj|yk) (4.9)

where yk is the class, Pe(fj|yk) and Pf (fj|yk) represent the probabilities assigned by the
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model trained on labeled instances and the model trained on labeled features respectively,

and β is the weight for combining these two conditional probability distributions.

In order to build a model trained on labeled features, Melville et al. [2009] assumed

that a positive term, f+, is more likely to appear in a positive document than in a negative

document and a negative term, f−, is more likely to appear in a negative document than in a

positive document. To build a model trained on labeled features, they specified a parameter

for polarity level, γ, to measure the likeliness of positive (negative) term to occur in a

positive (negative) document compared to a negative (positive) document. Equation 4.10

computes the conditional probabilities of the unknown terms, fu, given class labels, ‘+’

and ‘−’.

P (fu|+) =
n(1− 1/γ)

(p+ n)(m− p− n)
,

and P (fu|−) =
n(1− 1/γ)

(p+ n)(m− p− n)

(4.10)

where P (fu|+) and P (fu|−) are the conditional probabilities of the unknown terms given

class, m is the number of terms in the dictionary, p is the number of positive terms labeled

by the labeler, and n is the number of negative terms labeled by the labeler.

The main difference between our approach and Melville and Sindhwani [2009] is

that in our approach, rationales are tied to the documents in which they appear as ratio-

nales, whereas in Melville and Sindhwani [2009], the feature labels are weighted globally,

and all positive words are equally positive, and all negative words are equally negative.

Our approach provides more granular (per instance-feature combination) regularization as

described in Section 4.3.1. Hence, there is no parameter setting where our approach is

equivalent to Melville and Sindhwani [2009], however, as we show in Section 4.4.2, em-

pirically, our approach performs quite similar to Melville and Sindhwani [2009].

4.4.1.3 Description of Das et al. [2013]. Das et al. [2013] proposed an approach for incor-
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porating feature labels into the training of a locally-weighted logistic regression classifier

[17]. In feature annotation, each feature (for example, the term) is labeled by the human.

For example, for a binary sentiment classification task, the terms are labeled as positive or

negative. Locally-weighted logistic regression fits one logistic function per test instance,

where the objective function for the logistic regression model is modified so that the train-

ing instances that are closer to the test instance are given higher weights compared to the

training instances that are farther away from the test instance. When computing similarity

between the test instances and training instances, in addition to regular document similarity,

Das et al. [2013] takes labeled features into account: when a test document shares labeled

features with a training document, it computes similarity between the test document and

the training document based on the labeled features and the label of the training instance.

Logistic regression maximizes the conditional log likelihood of data as:

lw(θ) =
N∑
i=1

log(Pθ(y
i|xi)) (4.11)

Locally-Weighted Logistic Regression (LWLR) fits a logistic function around a

small neighborhood of test instance, xt, where the training instances, xi, that are closer

to xt are given higher weights compared to the training instances that are farther away from

xt. LWLR maximizes the conditional log likelihood of data as:

lw(θ) =
m∑
i=1

w(xt, xi) log(Pθ(y
i|xi)) (4.12)

where, the weight w(xt, xi) is a kernel function:

w(xt, xi) = exp

(
−f(x

t, xi)2

k2

)
(4.13)

where f(xt, xi) is a distance function and k is the kernel width.
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Das et al. [2013] used LWLR for its ability to weight training instances differently,

rather than for its ability to learn a non-linear decision boundary. LWLR assigns higher

weights to documents that are more similar to xt, and lower weights to documents that

are less similar to xt. They used cosim(xt, xi) = 1−cos(xt, xi) as the baseline distance

function to measure similarity between documents. To incorporate feature labeling into

LWLR, they changed the baseline distance function to include two components: (i) distance

between documents xt and xi based on all the words present in xt and xi, i.e. cosim(xt, xi)

and (ii) distance between documents xt and xi based on all the features that have been

labeled by user.

The second component of the distance function is computed as the difference be-

tween contributions of class-relevant and class-irrelevant features in xt, where xt is l2-

normalized tf-idf feature vector. Considering binary classification, y ∈ {+,−}, if the label

of xi is ‘+’, the class-relevant features in xt will be all features that have been labeled as

‘+’, and the class-irrelevant features in xt will be all features that have been labeled as ‘−’.

Similarly, if the label of xi is ‘−’, the class-relevant features in xt will be all features that

have been labeled as ‘−’, and the class-irrelevant features in xt will be all features that have

been labeled as ‘+’. Let R be a set of class-relevant features in xt and let I be a set of

class-irrelevant features in xt. Their modified distance function for incorporating feature

labels into LWLR becomes:

f(xt, xi) = cosim(xt, xi)

(∑
j∈R

xtj −
∑
j∈I

xtj

)
(4.14)

Since the above distance function can sometimes become negative, the weight w(xt, xi) is

computed as:

w(xt, xi) = exp

(
−max(0, f(xt, xi))2

k2

)
(4.15)
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For simplicity, in Equation 4.14, we present formulation of their approach for binary

classification. We refer the reader to Das et al. [2013] for a general formulation of their

approach for multi-class classification.

Next, we present the results to empirically compare our classifier-agnostic approach

with the three classifier-specific approaches: Melville and Sindhwani [2009], Zaidan

et al. [2007], and Das et al. [2013].

4.4.2 Results. In this section, we first describe the experimental settings used to com-

pare our approach to three baselines, Zaidan et al. [2007], Melville and Sindhwani [2009],

and Das et al. [2013], and then present the results for empirical comparison. Note that the

results for our approach and the baselines depend on hyper-parameters used in the experi-

ments, hence, in order to have a fair comparison between our approach and the baselines,

we compared them under two settings. First, we compared them using the best possible

hyper-parameter settings. We ran several experiments using a wide range of values for all

hyper-parameters and report the best possible performance, measured as the highest area

under the learning curve, for each method. This is essentially equivalent to tuning param-

eters using the test data itself. We performed this test to observe how different methods

would behave at their best. Second, we compared them using hyper-parameters that were

optimized at each iteration of learning using cross validation on the labeled set, L obtained

including and up to that iteration of active learning. We also provide results for learning

without rationales (Lw/oR) using best parameters and using hyper-parameters optimized

using cross validation on training data.

We used the same four document classification datasets described in Section 4.3.2.1.

Since the results in Section 4.3.2 showed that tf-idf representation gave better results than

the binary representation, in this section, we present results using only the tf-idf repre-

sentation of the datasets. We repeated each experiment 10 times, starting with a different

bootstrap, and report average results on 10 different trials.
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Our method using multinomial naı̈ve Bayes classifier (LWR-MNB) needs to tune

the following hyper-parameters: (i) the Dirichlet prior, α, for the features (ii) weight for the

rationale features, r, and (iii) weight for the other features, o. The method in Melville and

Sindhwani [2009] needs to tune the following hyper-parameters: (i) smoothing parameter

for the instance model, α, (ii) polarity level for the feature model, (γ), and (iii) weights for

combining the instance model and feature model (β and 1− β respectively).

Our method using support vector machines (LWR-SVM) needs to tune the follow-

ing parameters: (i) regularization parameter, C, (ii) weight for the rationale features, r, and

(iii) weight for the other features, o. Zaidan et al. [2007] approach needs to tune the fol-

lowing hyper-parameters: (i) regularization parameter, C, for the pseudoexamples, xij , (ii)

regularization parameter, Ccontrast, for the contrast examples, vij , and (iii) margin between

the original and contrast examples, µ.

Das et al. [2013] used locally-weighted logistic regression specifically to incorpo-

rate feature labels into learning. Our method to incorporate rationales is independent of the

classifier, hence we compared our approach to Das et al. [2013] using both logistic regres-

sion and locally-weighted logistic regression to see whether the improvements provided by

incorporating rationales stem from using locally-weighted logistic regression. Our method

using locally-weighted logistic regression classifier (LWR-LWLR) needs to tune the fol-

lowing parameters: (i) regularization parameter, C, (ii) kernel width, k, (iii) weight for the

rationale features, r, and (iv) weight for the other features, o. Our method using vanilla

logistic regression classifier (LWR-LR) needs to tune the following parameters: (i) reg-

ularization parameter, C, (ii) weight for the rationale features, r, and (iii) weight for the

other features, o. Das et al. [2013] approach needs to tune the following parameters: (i)

regularization parameter, C and (ii) kernel width, k.

For each instance, xt, in the test data, LWLR builds a model around a small neigh-

borhood of xt, based on distances between the test instance and training instances, xi. This
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method requires learning a logistic function for each test instance, and is therefore computa-

tionally very expensive. In this study, we compare our approach to the baselines using best

hyper-parameters, which requires repeating each experiment several times with all possible

hyper-parameter combinations. Moreover, our cross validation experiments require tuning

hyper-parameters at each step of learning. To reduce the running time of LWLR experi-

ments, we reduced the test data by randomly subsampling 500 test instances. To further

reduce the running time, we searched for one parameter at a time, fixing others; that is, we

did not perform a joint search over all the hyper-parameters for LWLR experiments.

4.4.2.1 Comparison to Baselines under Best Parameter Settings. In this section, we

present results comparing the best learning curves obtained using our approach and the

baselines. We bootstrapped the initial model using 10 instances chosen randomly, picking

5 documents from each class. At each iteration of learning, we selected 10 documents

randomly from the unlabeled pool, U . We repeated the experiments using a wide range of

hyper-parameters for our approach and the baselines and plotted the best learning curve for

each method.

For our approach using multinomial naı̈ve Bayes, we searched for α between 10−6

and 102. For our approach using support vector machines, we searched for C between 10−2

and 102. For our approach using locally-weighted logistic regression, we searched for C

between 10−3 and 103 and k between 0.1 and 1. For our approach using multinomial naı̈ve

Bayes and support vector machines, we searched for weights r and o between 10−4 and 107.

For our approach using locally-weighted logistic regression, we searched for weights r and

o between 10−3 and 103. In Zaidan et al. [2007], for C and Ccontrast, we searched for values

between 10−3 and 103, and µ between 10−2 and 102. In Melville and Sindhwani [2009],

we searched for α between 10−6 and 102, γ between 1 and 105, and β between 0 and 1. In

Das et al. [2013], we searched for C between 10−3 and 103 and k between 0.1 and 1.

Figure 4.5 presents the learning curves comparing LWR-SVM to Zaidan
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Figure 4.5. Results comparing our approach to the three baselines using best hyper-
parameters. LWR-MNB performs similar to Melville and Sindhwani [2009] on all four
datasets ((a), (d), (g), and (j)). LWR-LWLR performs similar to Das et al. [2013] on all
four datasets ((b), (c), (h), and (k)). LWR-SVM performs similar to Zaidan et al. [2007]
on all four datasets ((c), (f), (i), and (l)).
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et al. [2007], LWR-MNB to Melville and Sindhwani [2009], and LWR-LWLR to Das

et al. [2013]. These results show that under best parameter settings, our classifier-agnostic

approach performs as good as other classifier-specific approaches. The results for our ap-

proach using logistic regression and locally-weighted logistic regression are very similar

under best parameter settings, however, LWLR is computationally very expensive. We omit

the learning curves for LWR-LR in Figure 4.5, as it is very similar to LWR-LWLR.

We report the hyper-parameter values that gave us the best possible learning curves

(learning curves with the highest area under the AUC curve) for our approach and the base-

lines in Tables 4.5, 4.6, and 4.7. For our approaches, LWR-SVM, LWR-MNB, and LWR-

LWLR, as expected, r > o gave the best results. For Zaidan et al. [2007], we found that

µ = 0.1 and setting C <= Ccontrast gave the best results. Melville and Sindhwani [2009]

used the weights for combining the instance model (β) and feature model (1−β) as 0.5 and

0.5 respectively. However, we found that for the four text datasets we used in this study,

placing a much higher weight (e.g. 0.9 or 0.99) on the instance model gave better results

than using their default weights for combining the two models. Note that if we place a

weight of 1 for the instance model (i.e. β = 1), the weight for the feature model will be

zero, and this will give the same results as Lw/oR-MNB. Das et al. [2013] reported that

setting k =
√
0.5 for LWLR-FL gave reasonably good macro-F1 scores, however, for the

four text datasets, we found that k > 0.4 gave good results for AUC measure.

4.4.2.2 Comparison to Baselines by Tuning Parameters using Cross Validation. In this

section, we present the results comparing our approach with the baselines under the setting

where we search for optimal hyper-parameters using cross validation on labeled data, L, at

each iteration of learning. We performed 5 fold cross validation on L and optimized all the

hyper-parameters for the AUC measure, since AUC is the target performance measure in

our experiments.

AUC of a classifier is equivalent to the probability that the classifier will rank a
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Table 4.5. Hyper-parameter settings for Lw/oR-SVM, LWR-SVM, and Zaidan
et al. [2007] that gave the best learning curves.

Dataset
Lw/oR-SVM LWR-SVM Zaidan et al. [2007]

C C r o C Ccontrast µ

IMDB 0.1 0.1 10 1 0.5 0.5 0.1

NOVA 10 0.1 10 1 1 1 0.1

SRAA 10 10 1 0.01 0.1 10 0.1

WvsH 0.1 10 1 0.1 0.2 0.2 0.1

Table 4.6. Hyper-parameter settings for Lw/oR-MNB, LWR-MNB, and Melville and
Sindhwani [2009] that gave the best learning curves.

Dataset
Lw/oR-MNB LWR-MNB Melville and Sindhwani [2009]

α α r o α γ β

IMDB 1 1 100 1 1 100, 000 0.99

NOVA 0.1 1 250 10 0.1 100, 000 0.9

SRAA 0.01 1 125 0.1 10 100, 000 0.99

WvsH 1 1 75 1 0.9 100, 000 0.9

randomly chosen positive instance higher than a randomly chosen negative instance. In

an active learning setting, the labeled data (L) is severely limited, consisting of only a few

instances. When we use 5 fold cross validation, each fold containing only 20% instances are

evaluated to produce an AUC score, which does not give an accurate measure of ranking.

Hence, in order to fully utilize the scores assigned by the classifier for instances in all
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Table 4.7. Hyper-parameter settings for Lw/oR-LWLR, LWR-LWLR, and Das
et al. [2013] that gave the best learning curves.

Dataset
Lw/oR-LWLR LWR-LWLR Das et al. [2013]

C k C k r o C k

IMDB 1 0.7 1 0.7 10 1 1000 1

NOVA 1000 1 1000 1 1 0.1 1000 1

SRAA 1000 1 1000 1 1 0.01 100 0.4

WvsH 10 0.5 10 0.5 1 0.1 1000 1

the folds, we merge-sorted the instances in all the folds using their assigned scores, and

computed AUC score based on instances in all the folds. This is similar to the approach

described in Fawcett [2006].

Figure 4.6 presents the learning curves comparing LWR-SVM to Zaidan

et al. [2007], LWR-MNB to Melville and Sindhwani [2009], and LWR-LWLR to Das

et al. [2013]. As these results show, when we optimize the hyper-parameters using cross

validation on training data, LWR-SVM performs very similar to Zaidan et al. [2007], LWR-

MNB performs very similar to Melville and Sindhwani [2009], and LWR-LWLR performs

very similar to Das et al. [2013]. We performed t-tests comparing the learning curves ob-

tained using our method and the baselines and found that the differences are not statistically

significant in most cases.

The results for our approach using logistic regression (LWR-LR) and using locally-

weighted logistic regression (LWR-LWLR) have some differences, when the hyper-

parameters are optimized using cross validation on training set. For experiments using

LWLR, we did not perform a grid search for the parameters, and optimized only one param-
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eter at a time, which could result in sub-optimal hyper-parameters. Moreover, our approach

using LWLR needs to tune four hyper-parameters (C, k, r, and o) and Das et al. [2013]

needs to tune two hyper-parameters (C and k).

These results show that our approach to incorporate rationales is as effective as three

other approaches from the literature, Zaidan et al. [2007], Melville and Sindhwani [2009],

and Das et al. [2013], that were designed specifically for incorporating rationales and

feature annotations into support vector machines, multinomial naı̈ve Bayes, and locally-

weighted logistic regression respectively. Our approach has the additional benefit of being

independent of the underlying classifier.

4.5 Active Learning with Rationales

So far we have seen that LwR provides drastic improvements over Lw/oR and

our approach performs as well as other classifier-specific approaches in the literature. In

previous sections, we made sure that both LwR and Lw/oR saw the same documents and

we chose those documents randomly from the unlabeled set of documents. Active learning

[94] aims to carefully choose instances for labeling to improve over random sampling.

Many successful active learning approaches have been developed for annotating instances

[57], [88], [97]. Ramirez-Loaiza et al. [2016] provide an empirical evaluation of common

active learning strategies. Several approaches have been developed for annotating features

[25], [31], and rotating between annotating instances and annotating features [4], [31], [66],

[81]. In this section, we introduce an active learning strategy that is specifically tailored for

the learning with rationales framework.

4.5.1 Active Learning to Select Documents based on Rationales. Arguably, one of the

most successful active learning strategies for text categorization is uncertainty sampling,

which was first introduced by Lewis and Catlett [1994] for probabilistic classifiers and

later formalized for support vector machines by Tong and Koller [2001]. The idea is to label
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Figure 4.6. Results comparing our approach to the three baselines with hyper-parameters
tuned using cross-validation on labeled data. LWR-MNB performs similar to Melville
and Sindhwani [2009] on all four datasets ((a), (d), (g), and (j)). LWR-LWLR performs
similar to Das et al. [2013] on all four datasets ((b), (c), (h), and (k)). LWR-SVM
performs similar to Zaidan et al. [2007] on all four datasets ((c), (f), (i), and (l)).
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instances for which the underlying classifier is uncertain, i.e., the instances that are close to

the decision boundary of the model. It has been successfully applied to text classification

tasks in numerous publications, including [92], [104], and [128].

We adapt uncertainty sampling for the learning with rationales framework. To put

simply, when the underlying model is uncertain about an unlabeled document, we examine

whether the unlabeled document contains words/phrases that were returned as rationales

for any of the existing labeled documents. More formally, let R+ denote the union of all

the rationales returned for the positive documents so far. Similarly, let R− denote the union

of all the rationales returned for the negative documents so far. An unlabeled document can

be one of these three types:

• Category 1: has no words in common with R+ and R−.

• Category 2: has word(s) in common with either R+ or R− but not both.

• Category 3: has at least one word in common with R+ and at least one word in

common with R−.

One would imagine that annotating each of the Category 1, Category 2, and Cate-

gory 3 documents has its own advantage. Annotating Category 1 documents has the poten-

tial to elicit new domain knowledge, i.e., terms that were not provided as a rationale for any

of the existing labeled documents. It also carries the risk of containing little to no useful in-

formation for the classifier (e.g., a neutral review). For Category 2 documents, even though

the document shares a word that was returned as a rationale for another document, the clas-

sifier is still uncertain about the document either because that word is not weighted high

enough by the classifier and/or there are other words that pull the classification decision in

the other direction, making the classifier uncertain. Category 3 documents contain conflict-

ing words/phrases and are potentially harder cases, and annotating Category 3 documents

has the potential to resolve conflicts for the classifier.
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Building on our previous work on uncertainty sampling [99] in Chapter 3, we de-

vised an active learning approach, where given uncertain documents, the active learner

prefers documents of Category 3 over Categories 1 and 2. We call this strategy as uncertain-

prefer-conflict (UNC-PC) because Category 3 documents carry conflicting words (with re-

spect to rationales) whereas Category 1 and Category 2 documents do not. The difference

between this approach and our work in Chapter 3 is that in Chapter 3, we selected uncertain

instances based on model’s perceived conflict whereas in this work, we are selecting doc-

uments based on conflict caused by the domain knowledge provided by the labeler. Next,

we compare the vanilla uncertainty sampling (UNC) and UNC-PC strategies using LwR to

see if using uncertain Category 3 documents could improve active learning.

4.5.2 Active Learning with Rationales Experiments. We used the same four text

datasets and evaluated our method UNC-PC using multinomial naı̈ve Bayes, logistic regres-

sion, and support vector machines. For the active learning strategies, we used a bootstrap

of 10 random documents, and labeled five documents at each round of active learning. We

used a budget of 200 documents for all methods. UNC simply picks the top five uncertain

documents, whereas UNC-PC looks at top 20 uncertain documents and picks five uncertain

documents giving preference to the conflicting cases (Category 3) over the non-conflicting

cases (Category 1 and Category 2). We repeated each experiment 10 times starting with a

different bootstrap at each trial and report the average results.

Figure 4.7 presents the learning curves comparing UNC-PC with UNC for multino-

mial naı̈ve Bayes. Since the performances of both LwR and Lw/oR using tf-idf represen-

tation are better than the performance using binary representation, we compared UNC-PC

to UNC for LwR using only the tf-idf representation. We see that for multinomial naı̈ve

Bayes, UNC-PC improves over traditional uncertainty sampling, UNC, on two datasets, and

hurts performance on one dataset. The trends are similar for other classifiers and hence we

omit them for simplicity.
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Figure 4.7. Comparison of LwR using UNC and UNC-PC for all datasets with tf-idf rep-
resentation and using multinomial naı̈ve Bayes classifier.

We performed paired t-tests to compare the learning curves of UNC-PC with the

learning curves of UNC, to test whether the average of one learning curve is significantly

better or worse than the average of the other learning curve). If UNC-PC has a higher

average AUC than UNC with a t-test significance level of 0.05 or better, it is a Win, if it

has significantly lower performance, it is a Loss, and if the difference is not statistically

significant, the result is a Tie.

Table 4.8 shows the datasets for which UNC-PC wins, ties, or loses compared to
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UNC. The t-test results show that UNC-PC wins on two out of four datasets for MNB and

LR, and wins on three datasets for SVM. However, as these results and Figure 4.7 show,

even though UNC-PC has potential, it is far from perfect, leaving room for improvement.

Table 4.8. T-test results for UNC-PC versus UNC. UNC-PC improves over UNC significantly
for all three classifiers and most of the datasets.

UNC-PC versus UNC MNB LR SVM

Win IMDB, WvsH SRAA, NOVA SRAA, NOVA, WvsH

Tie NOVA WvsH -

Loss SRAA IMDB IMDB

4.6 Conclusion

We introduced a novel framework to enable richer interaction between the human

and active learner by (i) asking the human experts to label the documents and provide ra-

tionales by highlighting phrases that convinced them to choose labels for documents, and

(ii) presenting a simple approach to incorporate rationales into the training of any off-the-

shelf classifier. The empirical evaluations on four text datasets with binary and tf-idf rep-

resentations and three classifiers showed that our proposed framework utilizes rationales

effectively. We evaluated our approach on user-provided rationales, which can be noisy,

and showed that our framework can effectively incorporate user-provided rationales. We

compared our classifier-agnostic approach to three classifier-specific approaches from the

literature and showed that our method performs at least as well as the classifier-specific

approaches. Additionally, we presented an active learning strategy that is tailored specifi-

cally for the learning with rationales framework and empirically showed that it improved

over traditional active learning on at least two out of four datasets using multinomial naive

Bayes, logistic regression, and support vector machines.
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CHAPTER 5

RATIONALES FRAMEWORK FOR AVIATION DOMAIN

In this chapter, I describe how we enrich the interaction between a human expert

and active learner in the aviation domain to identify a few anomalous flights that are of

operational significance, e.g., represent a safety concern. In this case, I discuss a real-

world application of active learning in the aviation domain. In Chapter 4, I presented the

rationales framework for document classification, where labelers provided rationales by

highlighting words in documents. In this chapter, we further allow the expert to provide

more complex rationales, that are expressed in the form of conjunction of multiple fea-

tures, for flights that are of operational significance. I present our rationales framework for

aviation domain that can effectively incorporate the complex rationales into the training of

support vector machines.

This chapter is based on our collaborative work with NASA Ames Research Center.

My advisor, Dr. Mustafa Bilgic, and I collaborated with Nikunj Oza, Kamalika Das, Bryan

Matthews, and David Nielsen. This work was published in the European Conference on

Machine Learning and Principles and Practice of Knowledge Discovery Knowledge Dis-

covery, 2016 [102]. The material from the paper “Active Learning with Rationales for

Identifying Operationally Significant Anomalies in Aviation”, 2016, pp 209-225, Man-

ali Sharma, Kamalika Das, Mustafa Bilgic, Bryan Matthews, David Nielsen, and Nikunj

Oza, In Machine Learning and Knowledge Discovery in Databases: European Conference,

ECML PKDD 2016, Riva del Garda, Italy, September 19-23, 2016, Proceedings, Part III,

has been included in this chapter “With permission of Springer”. The data used in this study

is NASA’s proprietary data, which is not publicly available. The data and domain expertise

(flights data, flights labels, and rationales for classification of flights) were provided to us
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by NASA Ames Research Center.

5.1 Introduction

As new technologies are developed to handle complexities of the Next Generation

Air Transportation System (NextGen), it is increasingly important to address both current

and future safety concerns along with the operational, environmental, and efficiency is-

sues within the National Airspace System (NAS). NASA, in partnership with the Federal

Aviation Administration (FAA) and industry is continuing to develop new technologies to

identify previously undiscovered safety events through data mining of large heterogeneous

aviation data sets that are collected on a regular basis. These techniques have the potential

to discover new safety risks in the existing system or risks that did not exist previously but

are a result of the implementation of the NextGen concepts. Combined with more tradi-

tional monitoring of safety, the Aviation Safety program at NASA has invested significant

resources for development and use of data mining methods for identification of unknown

safety and other events in Flight Operations Quality Assurance (FOQA) data [72].

Several unsupervised anomaly detection methods have been developed to identify

anomalies in commercial flight-recorded data. In the absence of knowledge regarding the

types of safety events that are present in the data, and absence of labels, unsupervised tech-

niques are the only ones that have the unique ability to find previously unknown anomalies;

however, they do so only in the statistical sense—the anomalies found are not always oper-

ationally significant (e.g., represent a safety concern). After an algorithm produces a list of

statistical anomalies, a Subject Matter Expert (SME) must go through that list to identify

those that are operationally relevant for further investigation. A very small fraction of sta-

tistical anomalies (less than 1%) turns out to be operationally relevant, so substantial time

and effort is spent by SMEs in examining anomalies that are not of interest.

The goal of this work is to semi-automate the process of distinguishing between
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operationally significant anomalies and uninteresting statistical anomalies through use of

supervised learning approaches, which require labeled instances. We propose to use active

learning for training a classifier, so that SME time and effort is spent on only the most

informative and critical anomaly instances. In this process, first an unsupervised anomaly

detection algorithm is run on all the flight data to generate a ranked list of statistically

significant anomalies. A very small percentage of these are presented to SMEs to bootstrap

the active learning process. The SME provides labels for each of these instances along with

an explanation about the label. A positive label indicates an operationally significant safety

event whereas a negative label indicates otherwise. Based on these few labels we build

an active learning system that (i) utilizes the SME’s time in the most effective manner by

iteratively asking for labels for few informative instances, (ii) elicits rationales/explanations

from the SME for why s/he assigns a certain label to an instance, and (iii) constructs new

features, based on rationales, that are incorporated in future iterations of active learning

and classifier training.

Active learning for anomaly detection has been studied in the past with the goal of

finding useful anomalies as opposed to statistical anomalies [79] where a priori knowledge

of the number of rare event classes is assumed. In our application the number of types

of anomalies encountered is unknown and therefore, the assumption does not hold true.

Recent work in active learning has focused on eliciting richer feedback from the experts

in addition to labels, to speed up the annotation process. For example, experts are asked

to annotate features as relevant/irrelevant for a specific task [4], [104]. Similarly, several

researchers have investigated eliciting rationales, which often correspond to highlighting a

piece of text in text classification or highlighting feature values in feature-valued represen-

tations, and incorporated them into the training of classifier [101], [124]. In this work, we

build on the rationale framework by allowing the domain experts to provide rationales for

their classification. The main difference between our work and existing work is that in this

work we enrich the representation by creating additional features that are combinations of
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existing features rather than focusing on feature value distribution.

The advantages of this method are twofold: (i) it dramatically minimizes the time

an SME needs to spend to find operationally significant anomalies from the long list of

statistical anomalies output by any unsupervised anomaly detection method, and (ii) at the

end of training, we have a classifier that can be run on the original flight operations data set

to uncover many more operationally significant safety events that might have been missed

in the original anomaly detection process due to the presence of overwhelming number of

statistically significant, but uninteresting, anomalies. Our experiments with real aviation

data show that using active learning with rationales improves precision@5 (defined as

number of positive instances in top 5 instances ranked according to their distance from the

decision boundary) results by as much as 75% compared to the state-of-the-art.

The rest of the chapter is organized as follows. Section 5.2 discusses the data setup

and the existing unsupervised anomaly detection framework. Section 5.3 discusses our

proposed active learning algorithm and its performance is analyzed in Section 5.4. Section

5.5 discusses deployment plans. Section 5.6 concludes the chapter.

5.2 Background

In this section we describe the state-of-the-art unsupervised anomaly detection

method used for identifying statistical anomalies in flight operations data, followed by

description of the data used in this study.

5.2.1 Multiple Kernel Anomaly Detection. The unsupervised anomaly detection algo-

rithm that is currently used in the aviation safety community most frequently is Multiple

Kernel Anomaly Detection (MKAD)7 [24]. The MKAD algorithm is designed to run on

heterogeneous data sets consisting of multiple attribute types including discrete and contin-

uous. MKAD is a “multiple kernel” [5] based approach where the major advantage is the

7http://ti.arc.nasa.gov/opensource/projects/mkad/

http://ti.arc.nasa.gov/opensource/projects/mkad/
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method’s ability to combine information from multiple heterogeneous data sources. The

heart of MKAD is a one-class SVM model that constructs an optimal hyperplane in the high

dimensional feature space to separate the abnormal (or unseen) patterns from the normal

(or frequently seen) ones. This is done by solving the following optimization problem [90]:

min Q = 1
2

∑
i,j αiαjK (xi, xj) (5.1)

subject to 0 ≤ αi ≤ 1
`ν
,
∑

i αi = 1, ρ ≥ 0, ν ∈ [0, 1]

where αi’s are Lagrange multipliers, ` is the number of data tuples in the training set, ν

is a user-specified parameter that defines the upper bound on the training error, and also

the lower bound on the fraction of training points that are support vectors, ρ is a bias term,

and K is the kernel matrix. Once this optimization problem is solved, at least ν` training

points with non-zero Lagrangian multipliers (α) are obtained and the points for which

{xi : i ∈ [`] , αi > 0} are called the support vectors. The decision function is:

f(z) = sign

(∑
i

αi
∑
p

ηpKp(xi, z)− ρ

)

which predicts positive or negative label for a given test vector z. Instances with negative

labels are categorized as outliers.

The classifier that we learn using active learning for differentiating between op-

erationally significant and uninteresting anomalies is a two-class support vector machine

using multiple kernels. Therefore, it differs from MKAD in the fact that it is not based

on a one-class SVM like MKAD, but has the same kernel structure as MKAD. The dual

objective function for the two-class problem is:

max
α

∑̀
i=1

αi −
1

2

∑
i,j

αiαjyiyjK(xi, xj)
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where (xi, yi)’s are the data tuples for i = 1, . . . , `. Here xi and yi are the input data points

and class labels respectively. In the supervised classification case, the xi’s correspond to

the anomalies found by the MKAD algorithm as discussed above and yi’s correspond to

the labels provided by the SMEs. For identifying operationally significant anomalies, this

classifier is used to rank the test instances based on their distance from the hyperplane.

5.2.2 Data Preparation. The surveillance data used in this study comes from combining

two Air Traffic Control (ATC) facilities — Denver Terminal Radar Approach Control (D01)

and the Denver Air Route Traffic Control Center (ZDV). The objective of this work is

to develop a process that automatically discovers previously unmonitored, operationally

significant, flight trajectories representing a safety risk to the airspace. The end goal is to

produce a tool that can rank these anomalous flights for controllers to review and help make

mitigating decisions about the safety of the airspace. The types of anomalies that are being

targeted in this study are unusual trajectories from 30 nautical miles (NM) on approach to

landing. These can include strange vectoring that do not conform to standard operating

procedures, significant overshooting of the final approach fix, or high altitude and speed

profiles that can lead to unstable approaches. Figure 5.1 illustrates the data processing

flow from data collection through merging, filtering, unsupervised anomaly detection, and

SME feedback incorporation for classification of anomalies into operationally significant

and uninteresting categories. Data collection refers to the process of recording the relevant

data that is used in this study (done by the PDARS program responsible for collection,

processing, and reporting of aviation data from multiple sources). NASA was given access

to PDARS data for the 2014 and 2015 calendar years. Approximately 25,000 flights are

available to us from 2014, of which approximately 2400 flights for a particular month are

being analyzed as part of our safety study for Denver for 2014. The 2015 flights are only

used for validation of results. For each trajectory, from 30 NM out from the destination

airport, the minimum separation is found and used to create four-dimensional trajectories:

latitude, longitude, altitude and distance to nearest flight. These four features are then
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Figure 5.1. System setup: Data collection, processing, and mining.

averaged over half NM intervals from 30 NM to the runway threshold based on distance

traveled and are partitioned by runway and destination airport sets on each day. This results

in trajectories with fixed vector lengths because of the half-mile binning and the fixed 30

NM distance traveled, which are then used to create similarity kernels. We also use the

PDARS turn-to-final (TTF) reports that provide specific characteristics of how the aircraft

performed the turn on to the final approach within 20 NM of a runway. All deviations are

calculated with respect to the intercept, which is the point at which the flight trajectory

crosses the extended runway centerline before making its final approach. These deviations

include intercept distance, angle of intercept, altitude deviation, distance deviation, and

speed. Maximum overshoot and aircraft size (categorical feature indicating one of four

weight categories) are two additional features from this source. In addition, three binary

parameters are derived based on the characteristics of the flight identified as the nearest

neighbor for each time step. These features are designed to provide domain context since

flights on parallel runways or flights in the same flow are allowed to encroach within the

standard separation threshold, whereas flights on the same runway should not fall below the

separation threshold. These parameters indicate whether two nearest neighboring flights are

on the same runway, parallel runway, or are part of the same flow. An additional derived

feature called separation is constructed as the 3-d separation between two flights based on
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the l2 norm of the horizontal and vertical separation. It should be noted here that all of these

(raw and derived) features together constitute the original feature set for our study. The data

is heterogeneous in the sense that some of these features are time-series data while others

are a single-point feature and some are continuous whereas others are discrete, nominal, or

binary.

The data mining block in Figure 5.1 consists of the next steps of unsupervised

anomaly detection followed by SME review and labeling, and finally, classifier learning for

distinguishing between operationally significant anomalies and uninteresting anomalies.

Depending on the size of the input data set, MKAD algorithm may discover hundreds

to thousands of ranked anomalies, making it difficult for domain experts to validate all of

them. Therefore, we use active learning to learn a classifier using very few labeled instances

for this purpose. Each time an SME is provided an instance to be classified, the SME

provides the label, along with an explanation/rationale for his/her decision. This rationale,

whenever possible, is converted into a new additional feature, which is then incorporated

into the classifier training through the creation of a new kernel. The details of this process

and approach are described in the next section.

5.3 Active Learning with Rationales

Active learning algorithms iteratively select informative instances for labeling to

save annotation time, cost, and effort [94]. For skewed data sets with minority class dis-

tribution much less than the majority class, a common and simple approach for selecting

informative instances is to maximize the chances of retrieving positive instances [7]. Most-

likely positive (MLP) strategy aims to add more positive instances into the labeled training

set. The objective is:

x∗ = argmax
x∈U

Pθ(ŷ+|x)

where ŷ+ represents the predicted positive label. I provided a detailed description of MLP
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strategy in Section 2.2.3.

In learning with rationales approach [101], [123], SMEs provide rationales in the

form of features that they think are responsible for classifying an instance into a particular

class. In this chapter, we elicit the rationales from SMEs and incorporate them into the

learning process. The main difference between previous work on incorporating rationales

in Chapter 4 and our work here is that we create new features based on the rationales

provided by the SMEs.

For training our classifier using active learning, we work with the list of anomalies

produced by running the unsupervised anomaly detection algorithm, MKAD, on the data

described in Section 5.2.2. For each flight, MKAD returns an anomaly score, which is the

flight’s distance from the hyperplane of a one-class SVM model. Flights with a negative

score are considered as anomalous and flights with a positive score are considered as not

anomalous. The SMEs are asked to provide labels for top 5% anomalous flights based

on whether they think the anomaly is operationally significant (OS/positive labels) or not

(NOS/negative labels). They are also asked to provide a rationale for the chosen label.

Since labels and rationales are subjective opinions of each SME, we consolidate the labels

and rationales from two SMEs by resolving conflicts (by reviewing each others’ labels and

rationales) whenever there is one, to get gold standard labels and rationales for our study.

5.3.1 Creating Rationales. When the SMEs identify a flight as an OS flight, they provide

rationales in the form of either domain knowledge or using existing features and thresholds.

However, when the SMEs identify a flight as NOS, they only provide acknowledgment

of certain characteristics of the flight (e.g., a little overshoot, speed not a factor, small

deviations on final). In anomaly detection tasks, it is easy to provide a rationale for why

a particular instance is anomalous, but it is often difficult, if not impossible, to provide a

rationale for why an instance is not anomalous. Therefore, we use the rationales for only

the OS flights to create new features and use them to extend the feature representation.
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Note that the rationales provided by SMEs are often in terms of the original features that

are already captured by PDARS. Some rationales talk about two or more features whereas

some highlight only one feature.

In our training set, most OS anomalies could be explained by one or more of three

different rationales. The first rationale provided for operational significance is loss-of-

separation, which the domain experts define as ‘horizontal separation is less than 3 miles

and vertical separation is less than a 1000 feet, and the nearest neighboring flight is not

on parallel runways and not part of the same flow’. When a loss-of-separation rationale is

provided, we create a new feature that checks whether the criteria ‘horizontal separation

less than 3 miles and vertical separation less than 1000 feet’ and ‘the nearest neighboring

flight is not on parallel runway and not in the same flow’ hold and incorporate it as a new

binary feature in our training set.

The second rationale provided by the SMEs is for large overshoots where an over-

shoot is defined as going past a certain point in the landing trajectory against standard op-

erational procedures. For rationales such as ‘maximum overshoot is too large’, we create

a new feature that checks whether the overshoot is greater than a threshold. The threshold

can be either chosen manually based on domain knowledge or based on the values of the

overshoot feature for the labeled OS flights with overshoot rationale observed until that

point, and updated iteratively.

The third rationale provided by the SMEs is for unusual flight path. Since this ra-

tionale is more qualitative than quantitative, and none of the original features represent an

‘unusual flight path’, we compute a new feature as follows. For each runway, using latitude

and longitude features, we compute expected flight trajectory as the average trajectory of

all flights that land on a runway. Then we create a new feature that captures the overall

deviation of each flight from its expected flight trajectory over the last 10 points in the tra-

jectory. Figure 5.2 shows the plots for a few trajectories. It can be seen that for the first



122

x 
x x 

x 

x 

Begin Point 
Landing Point x 

Begin Point 
Landing Point x 

Begin Point 
Landing Point x 

Begin Point 
Landing Point 

Figure 5.2. Expected flight path and deviation from it for 4 flights. The first three flights
are NOS. The last flight is an OS flight.

three flights in Figure 5.2, the red dots align well with the expected trajectory (highlighted

using the red box), whereas for the last flight there is significant deviation from the ex-

pected trajectory. This can have severe safety implications and is therefore considered an

operationally significant safety event.

5.3.2 Active Learning with Rationales Algorithm. Algorithm 3 describes our approach

for incorporating rationales into active learning. Active learning algorithm starts with a

small set of labeled flights, L, and finds the most informative flight, x?, from the unlabeled

set, U . The most informative flight is the one that provides the classifier maximum infor-

mation in terms of the decision boundary, or, in other words, one that has the maximum

utility. The flight x? is then presented to the SME, who provides its label y?. For every

flight we present to the SME, in addition to a label, we also request for a rationale R(x?)

describing why s/he labeled the flight as OS or NOS. If the label is OS, we create a new

feature, f ?r , if possible, for the rationale R(x?) and add it into our existing feature represen-

tation: f = 〈f1, f2, · · · fn〉
⋃
〈fr〉. We assign weight wo for the original feature kernels and

weight wr for the rationale feature kernels, where wr ≥ wo, since intuitively the rationale

features are the ones that have the highest power to separate the OS flights from the NOS

ones. However, to satisfy Mercer’s condition, we need to ensure that it is a convex com-

bination of the kernels. Therefore, we normalize each weight by the sum of the weights

w = wo × n+ wr × p, where n and p denote the number of original and rationale features

respectively. Let η denote the normalized kernel weights for the enhanced feature set. Note

that the kernel weights for original features 〈η1, η2, · · · ηn〉 are uniform and hence the kernel
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weight for each original feature will be ηo, which is computed in Step 10 of Algorithm 3.

Similarly, the kernel weight for the rationale feature set 〈ηn+1, ηn+2, · · · ηn+p〉 is ηr and is

computed in Step 11 of Algorithm 3. The final kernel is computed using the updated set of

kernel weights η containing normalized weights ηo for the original feature kernels and the

normalized weights ηr for the rationale feature kernels for the enhanced feature set f .

Algorithm 3 Active Learning with Rationales for Identifying Operationally Significant
Anomalies in Aviation

1: Input: U - unlabeled flights, L - labeled flights, T - test flights, f = 〈f1, f2, · · · fn〉
- current set of features, η = 〈η1, η2, · · · ηn, ηn+1, ηn+2, · · · ηn+p〉 - normalized kernel
weights for enhanced feature set, θ - underlying classification model, B - budget

2: repeat
3: x? = argmax

xi∈U
utility(xi|θ)

4: request label y? for the flight x?
5: if y? == OS then
6: request SME to provide a rationale R(x?) for why the flight is operationally sig-

nificant
7: if rationale 6= φ then
8: create feature f ?r for R(x?)
9: add f ?r to U ,L, and T

10: ηo =
wo∑n

i=1 ηo+
∑p
j=1 ηr

11: ηr =
wr∑n

i=1 ηo+
∑p
j=1 ηr

12: η = 〈η1, η2, · · · ηn〉
⋃
〈ηr〉

13: f = 〈f1, f2, · · · fn〉
⋃
〈fr〉

14: end if
15: end if
16: L ← L ∪ {〈x?, y?, R(x?)〉}
17: U ← U \ {〈x?〉}
18: Train θ on L
19: until Budget B is exhausted; e.g., |L| = B

5.3.3 Possible Enhancements. Based on the training data and the rationales provided

by the SMEs, in this chapter, we created three features that encompass a significant num-

ber of OS safety scenarios. However, this set is far from complete as there can be a huge

variety of other explanations that can come from SMEs. So the set of rationale features

is always expanding. As the set of features grows based on rationales, there might be a

need to consolidate features into conjunctions and disjunctions depending on redundancy.
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For example, two common rationales in our study are loss-of-separation and large over-

shoot. However, not all OS flights have both reasons for being labeled OS. Some flights

are OS because of loss-of-separation, but they might have perfectly acceptable overshoot

values, whereas other OS flights might not have a loss-of-separation but might have large

overshoot values. Current framework creates one feature per rationale. An alternative ap-

proach is to create one indicator feature and keep revising it by adding the new rationales

as disjunctions. Also, once a classifier is trained using this framework, our goal is to find

operationally significant events in the original flight data. However, since the classifier is

trained on only the anomalies, the feature distribution does not necessarily match that of

the overall data set. This unaccounted bias can be handled by sub-sampling some of the

flights that are not signaled by MKAD and adding them to the training with NOS (negative)

labels. Selecting flights that are ranked lowest by MKAD, for this purpose, can ensure with

a high probability that the flights which are most certainly nominal are being used as NOS

samples.

5.4 Empirical Evaluation

5.4.1 Experimental Setup. The data set used for training the classifier using active

learning corresponds to PDARS data from the Denver Airport for August 2014, contain-

ing approximately 2400 flights out of which 153 flights are marked anomalous by MKAD.

These 153 flights are reviewed by two SMEs independently (with conflict resolutions as

needed) to provide labels and explanations. In these 153 flights, 26 are marked OS (posi-

tive) and the remaining 127 are marked NOS. The original data set contains 16 features as

described in in Section 5.2.2. Additionally, we construct 3 rationale features supporting the

explanations for the OS flights during the active learning iterations, when OS flights with

one or more rationales provided in Section 5.3.1 are encountered.

Our proposed active learning strategy, MLP-w/RATIONALES, selects most-likely

positive (MLP) instances for labeling at each iteration of training and creates (or updates)
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rationale features whenever an appropriate new instance is encountered. We compare our

algorithm’s performance with three baselines: (i) random strategy (RND) where random

instances are picked from the unlabeled pool and given to the SME for labeling, (ii) most-

likely positive strategy (MLP) that selects more of the positive instances for labeling at each

iteration, but does not add new features (or rationales), and (iii) MKAD-SAMPLING strat-

egy where flights are given to the SME for labeling in the order of their MKAD anomaly

ranking (higher the anomaly rank, the more informative it is for labeling).

We evaluate all strategies using precision@k measure which can be defined as the

number of positive instances in top k instances ranked by the classifier. This measure

is most suitable for our application because the SMEs go through a list of anomalies to

identify those that are operationally significant for further investigation, and improving

precision@k means that the SMEs would analyze more of the OS flights compared to the

NOS flights. We chose precision@5 and precision@10 for evaluation since they are the

most frequently used in the literature measures to use [6], [121]. We bootstrap the classifier

using an initially labeled set containing one OS flight and one NOS flight, and at each round

of active learning the learner picks a new flight for labeling. We evaluate all strategies using

2-fold cross validation and repeat each experiment 10 times per fold starting with a different

bootstrap, and present average results over 20 different runs. We set the budget (B) in our

experiments to 45 flights, as most learning curves flatten out after about 35 flights. Since

each learning curve is an average over 20 runs, for each learning curve, we report error bars

for standard error of the mean (SEM), which is computed as standard deviation divided by

the square root of sample size (SEM = s√
n

).

5.4.2 Results. Figure 5.3 presents the learning curves comparing RND, MKAD-

SAMPLING, and MLP strategies for precision@5 and precision@10. MKAD-SAMPLING

performs worse than RND for precision@5 and it outperforms RND for precision@10.

However, MLP outperforms both RND and MKAD-SAMPLING for precision@5 and



126

0.34

0.46

0.58

0.7

0.82

0 5 10 15 20 25 30 35 40 45

P
re

ci
si

o
n

@
5

 

Number of labeled flights 

MLP
MKAD-Sampling
RND

(a)

0.33

0.44

0.55

0.66

0.77

0 5 10 15 20 25 30 35 40 45

P
re

ci
si

o
n

@
1

0
 

Number of labeled flights 

MLP
MKAD-Sampling
RND

(b)

Figure 5.3. MLP vs. RND and MKAD-SAMPLING. MLP significantly outperforms RND and
MKAD-SAMPLING for both (a) precision@5 and (b) precision@10.

precision@10. We performed pairwise one-tailed t-tests under significance level of 0.05,

where pairs are area under the learning curves for 20 runs of each method. If a method has

higher average performance than a baseline with a significance level of 0.05 or better, it

is a win, if it has significantly lower performance, it is a loss, and if the difference is not

statistically significant, the result is a tie. The t-test results show that MKAD-SAMPLING

statistically significantly loses to RND for precision@5 and significantly wins over RND

for precision@10. MKAD-SAMPLING performs better than MLP at the very beginning of

the learning curves, but t-test results show that overall, MLP statistically significantly wins

over MKAD-SAMPLING for both precision@5 and precision@10. This justifies our choice

of using MLP as the active learning strategy for training our classifier for a highly skewed

distribution of class labels.

Tables 5.1 and 5.2 present comparison of the number of labeled flights required by

these methods to achieve a target value of precision@5 and precision@10. The maximum

target for each metric is chosen based on the best performance observed in the learning

curves for each of the strategies. The results show that MLP often requires fewer labeled

flights compared to RND and MKAD-SAMPLING. Moreover, MLP achieves a precision@5

of 0.7 and precision@10 of 0.65 with just 16 labeled flights, whereas RND and MKAD-
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SAMPLING could not achieve these targets even with 45 labeled flights.

Next, we present the results that demonstrate the effect of incorporating ratio-

nales into active learning. Figure 5.4 presents the learning curves comparing MLP strat-

egy for active learning without rationales (MLP) and MLP with rationales strategy (MLP-

w/RATIONALES) that utilizes MLP to select instances and incorporates rationales iteratively

during active learning (refer to Algorithm 3). We set the rationale feature weight wr = 100

and the original feature weight, wo = 1. The results show that MLP-w/RATIONALES statis-

tically significantly wins over MLP for both precision@5 and precision@10 performance

measures. Moreover, MLP-w/RATIONALES requires even fewer labeled flights compared

to MLP to achieve the same target performance measure, as shown in Tables 5.1 and 5.2.

For example, MLP achieves a target precision@5 of 0.8 with 32 labeled flights, whereas

Table 5.1. Comparison of number of labeled flights required by various strategies to achieve
a target precision@5. ‘n/a’ represents that the target performance cannot be achieved
by a method even with 45 labeled flights.

Method
Target precision@5

0.5 0.6 0.7 0.8 0.9 1.0
RND 6 25 n/a n/a n/a n/a

MKAD-SAMPLING 4 6 n/a n/a n/a n/a

MLP 5 10 16 32 n/a n/a

MLP-w/RATIONALES 2 2 2 8 10 29

Table 5.2. Comparison of number of labeled flights required by various strategies to achieve
a target precision@10. ‘n/a’ represents that the target performance cannot be achieved
by a method even with 45 labeled flights.

Method
Target precision@10

0.50 0.55 0.60 0.65 0.70 0.75
RND 12 18 33 n/a n/a n/a

MKAD-SAMPLING 4 6 13 n/a n/a n/a

MLP 8 12 15 16 23 34

MLP-w/RATIONALES 2 5 7 11 19 29
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Figure 5.4. MLP-w/RATIONALES vs. MLP. Incorporating rationales further improves per-
formance over MLP for both (a) precision@5 and (b) precision@10.

MLP-w/RATIONALES achieves this target with only 8 labeled flights, which is 75% savings

in the labeling effort over MLP.

Figure 5.4 also compares MLP-w/RATIONALES to RND-w/RATIONALES and

MKAD-SAMPLING-w/RATIONALES. MKAD-SAMPLING-w/RATIONALES performs better

than MLP-w/RATIONALES at the beginning for both precision@5 and precision@10, but

after seeing approximately 10 labeled instances, MLP-w/RATIONALES outperforms MKAD-

SAMPLING-w/RATIONALES. T-tests show that MLP-w/RATIONALES statistically signifi-

cantly outperforms both MKAD-SAMPLING-w/RATIONALES and RND-w/RATIONALES for

both precision@5 and precision@10.

5.4.2.1 Choice of Rationale Weights. We ran experiments to study the effect of weights

wr and wo on the performance of our algorithm. We chose uniform weighting for the

original feature kernels since all 16 of those were suggested by domain experts and were

supposed to be important for this safety study. We fixed wo=1 and experimented with

four weight settings for wr (1, 10, 100, or 1000). Figure 5.5 presents the learning curves

for these four weight settings for MLP-w/RATIONALES. The results confirm our intuition

that weighting rationale features higher than original features provides benefit to the active

learner. The precision@5 results are significantly better with wr=100 than other weights
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for wr. For precision@10, setting higher weights for rationale features improves perfor-

mance at the beginning of active learning, however, t-test results show that weights wr=1,

10, and 100 statistically significantly tie with each other. In general, weighting rationale

features higher than original features improves learning. The kernel weights for optimal

performance can be obtained through multiple kernel learning.
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Figure 5.5. Comparison of rationale features weights wr for MLP-w/RATIONALES using
(a) precision@5 and (b) precision@10

Ideally, one would want to search for the best weights setting using cross validation,

but given the limited number of anomalous instances that domain experts could review, it

was not possible for us to perform cross validation over the training set. Based on the

performance observed for these four weight settings, we chose wo=1 and wr=100 for all

our experiments.

5.4.2.2 Scalability. Active learning methods are typically computationally expensive,

since they need to build a classifier at each iteration of learning and evaluate the utility score

for every instance in the unlabeled pool. However, in our setting, when active learning is

used on the output of an unsupervised anomaly detection algorithm, the unlabeled pool

is much smaller in size compared to the entire set of raw instances. Therefore, utilizing

this framework in a practical setting is easily viable, without the iterative nature of active
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learning being a performance bottleneck.

5.4.3 Performance Benefits. In the absence of active learning framework, our SMEs

took approximately 33 hours to review the entire set of 153 anomalies produced by MKAD.

These 33 hours were spread over multiple weeks due to limited availability of SME time

for such tasks, which is a standard problem in the industry. As Figure 5.4 shows, most of

the learning curves flatten out after labeling 35 flights. This would reduce the SME review

time to less than one-third of the original time. This has implications on both man-hours

and monetary savings. Moreover, active learning with state-of-the-art (MKAD-SAMPLING)

achieves precision@5 of 0.57 and precision@10 of 0.61. Active learning with rationales

(MLP-w/RATIONALES) achieves precision@5 of 1 (75.4% improvement over MKAD-SAM-

PLING) and precision@10 of 0.76 (24.6% improvement over MKAD-SAMPLING).

5.4.4 Validation Set Results. Currently, MKAD is being used as an unsuper-

vised anomaly detection method to find statistically significant anomalies in the data.

We compare performance benefits that active learning with rationales framework (MLP-

w/RATIONALES) provides over the MKAD-based classifier for finding OS anomalies in

two external validation data sets, July 2014 and July 2015 data sets for the Denver air-

port. The July 2014 data set has 149 labeled flights with 24 OS anomalies and July 2015

data set has 257 labeled flights with 84 OS anomalies, as determined by the SMEs. Both

precision@5 and precision@10 values for MKAD are 0.4 for the July 2014 data set, and

0.2 for the July 2015 data set. Using our (MLP-w/RATIONALES) framework, precision@5

improves by 15% for July 2014 data set and by 50% for July 2015 data set. On the other

hand, precision@10 improves by 25% and 110% for the July 2014 and July 2015 data sets,

respectively.

It should be noted that MKAD performs very poorly for the July 2015 data set. This

is because the data set is expected to evolve significantly over the years (due to change in

landing procedures and other regulation changes) and the MKAD classifier does not cap-
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ture the signatures of the OS flights, but rather focuses on finding statistically different

data points which can vary over time due to a change in the underlying distribution. How-

ever, the nature of the operationally significant anomalies still remains consistent and there-

fore MLP-w/RATIONALES can identify those types of anomalies much better than MKAD.

These results show how active learning with rationales framework can help in building a

classifier that is robust to changing distribution of statistically significant anomalies and

can, therefore, be used on new data sets without further labeling needs.

5.5 Towards Deployment

The active learning framework improves over traditional learning, and incorporat-

ing rationales further improves learning, utilizing the SME’s time much more efficiently.

The classifier that is trained through this framework is focused on finding operationally

significant anomalies, rather than simply statistically significant anomalies, and hence the

flights that are signaled by the two-class classifier approach are of higher relevance to FAA.

This active learning framework has been developed as an extension to the anomaly

detection framework that is currently used for detecting safety events. We expect this

framework to easily fit into the existing anomaly detection framework because the clas-

sifier training is part of the same data flow pipeline that can take the output of MKAD as

input and can seamlessly plug-in new data sources as needed. Given that the new classifier

reduces SME review time significantly while improving coverage and reducing false alarm

rate, it seems to be the perfect addition to bolster the existing anomaly detection frame-

work, especially since these safety studies are conducted on a regular basis on data that

gets collected every month. We expect that this enhanced data processing pipeline with the

active learning framework incorporated into it will make the review and detection system

significantly more efficient. In our current setup, we provide our SMEs an excel sheet con-

taining the list of anomalies returned by MKAD and the SMEs note down the annotations

and rationales textually. This process is repeated iteratively for each round of labeling. The
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Figure 5.6. Diagrammatic representation of the GUI for deployment of active learning as
part of the anomaly detection framework

textual information is then converted into features in batches. The next step towards the

deployment of our active learning with rationales framework is to fully automate this pro-

cess where the SMEs can select appropriate rationales using a drop-down list of features by

choosing the criteria that were satisfied or violated by the flight in question. The SMEs can

choose multiple features for each flight and, therefore, create complex rationale conditions

that can be used to create new complex discriminative features on the fly and those features

can be immediately utilized for the next iteration of active learning. Figure 5.6 shows a

diagrammatic representation of the software that we are currently developing for deploying

as part of the existing framework. It shows the SME initial bootstrap instances for labeling

by randomly selecting from the list of anomalies found by MKAD, along with the feature

contributions and asks for labels and rationales using drop-down menus. As soon as the

classifier has enough number of bootstrap samples, training begins for the classifier. After

every iteration the most informative instance is populated in the table for the SME to label

and rationalize and classifier training begins again. This iterative process is repeated until

the budget B is exhausted or there is no further improvement in the classifier performance

on a held-out set.

5.6 Conclusion

We presented the rationales framework for the aviation domain to incorporate rich
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feedback, in the form of rationales for operationally significant flights, into the training of

a classifier that can identify a few operationally significant anomalies from the uninterest-

ing anomalies. Our proposed framework is novel in the sense that it incorporates SME

feedback into the learning process by constructing new features to support the labels. Ex-

perimental evaluation on real aviation data shows that our approach improves detection of

operationally significant events by as much as 75% compared to the state-of-the-art. The

learnt classifier also generalizes well when tested on additional validation data sets. We also

observe that our approach provides significant reduction in SME review time and labeling

effort in order to achieve the same target performance using other baselines.

We are working toward deploying our framework as a daily reporting system that

can reveal operationally significant anomalies to safety analysts with the goal of developing

mitigation opportunities by changing standard operating procedures. The reduced false

alarm rate of our framework compared to the unsupervised anomaly detection method is

critical for domain experts to accept our reporting system and not just ignore the alarms,

as has happened with other warning systems. Future work also includes developing richer

rationales and ability to integrate multiple data sources for supporting those rationales for

increased coverage of a wider range of operationally significant anomalies.



134

CHAPTER 6

EXPLANATIONS FRAMEWORK FOR DOCUMENT CLASSIFICATION

In this chapter, I discuss how we enrich the interaction between the human and ac-

tive learner and provide a framework to elicit rich feedback, in the form of feature-based

explanations, for document classification from the human experts. In Chapter 4, I presented

the rationales framework for document classification, where labelers provided rationales by

highlighting words in documents that convinced them to choose the label for a document.

In this chapter, we extend this approach further by allowing the human to provide expla-

nations, in the form of domain-specific features that support and oppose the classification

of instances. Specifically, we ask labelers to highlight supporting phrases whose presence

strengthens their belief in the label. We also ask labelers to provide opposing phrases,

which, if removed from the document, would make their belief in the label stronger. I

present the explanations framework for document classification that uses a simple approach

to incorporate explanations into the training of any off-the-shelf classifier to speed-up the

learning process.

This chapter is based on the work that I did with my advisor, Dr. Mustafa Bilgic.

Part of the work in this chapter was published in the International Joint Conference on Ar-

tificial Intelligence (IJCAI) Workshop on BeyondLabeler - Human is More Than a Labeler,

2016 [100].

6.1 Introduction

Supervised learning approaches learn the class concepts using instances that are

annotated with labels. When the labels for instances are not available, traditional active

learning approaches [86], [94] ask humans to curate datasets by providing labels for se-

lected instances to learn an effective classifier.
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While examining instances, human labelers can provide information beyond just

label annotations. Humans can provide domain knowledge, point out important features,

provide feature annotations, rationales, and rules for classification. Many studies have

shown that, unsurprisingly, supervised learning can benefit if the domain knowledge or

reasonings for classification are imparted to the models. However, the main challenge has

been to effectively incorporate this domain knowledge, which is often noisy and uncertain,

into the training of the machine learning system.

Transmitting domain knowledge to learning systems has been studied for many

years. For example, expert systems relied heavily on eliciting domain knowledge from the

experts (e.g., Mycin system [12] was built through eliciting rules from the experts). Several

explanation-based learning approaches [26], [70]) were developed to utilize domain knowl-

edge to generalize target concepts using a single training example, and relied on domain

experts to provide explanations for generalization. Examples of explanation-based learn-

ing systems include GENESIS [71] and SOAR [56]. Ellman [32] provides a survey on

explanation-based learning. However, incorporating domain knowledge into the learning

process and teaching the classification reasonings to supervised models is not trivial. Many

supervised learning systems operate on feature-based representations of instances. For ex-

ample, in document classification, instances are typically represented as feature vectors in

a bag-of-words model. The domain knowledge elicited from the experts, however, often

cannot be readily parsed into the representation that the underlying model can understand

or operate on. The domain knowledge often refers to features rather than specific instances.

Moreover, the domain knowledge is often at a higher level than instances, and sometimes,

the domain knowledge is provided as unstructured information, such as free-form text en-

tries.

Several approaches have been developed for knowledge-based classifiers such as

knowledge-based neural networks [40], [116], [117] and knowledge-based support vector
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machines [39]. Recent approaches for document classification have explored incorporat-

ing feature annotations [4], [31], [66], [81], [105], [107], and eliciting rationales for text

classification [28], [76], [123]. These approaches were specific to classifiers, and hence,

in Chapter 4, we proposed an approach to incorporate rationales for classification into the

training of any off-the-shelf classifier.

In this chapter, we ask the labeler to provide explanations for their classification.

Specifically, we ask the labeler to highlight the phrases in a document that support its label

(i.e., the phrases whose presence reinforces the belief in the provided label) and phrases

that oppose its label (i.e., the phrases whose presence weakens the belief in the provided

label). For example, in a movie review “The actors were great but the plot was terrible.

Avoid it”, that is labeled as a ‘negative’ review, the phrases ‘terrible’ and ‘avoid’ support the

‘negative’ classification, whereas the word ‘great’ opposes the ‘negative’ classification. We

present a simple and effective approach to incorporate these two types of explanations along

with the labeled documents into the training of any off-the-shelf classifier. We evaluate

our approach on three document classification datasets using multinomial naı̈ve Bayes and

support vector machines.

The rest of the chapter is organized as follows. In Section 6.2, we provide a brief

background on eliciting labels and explanations during the curation of datasets. In Sec-

tion 6.3, we describe our approach for incorporating explanations into the training of clas-

sifiers. In Section 6.4, we discuss experimental methodology and results. Finally, we

conclude in Section 6.6.

6.2 Background

Let D be a set of document-label pairs 〈x, y〉, where the label (value of y) is known

only for a small subset L ⊂ D of the documents: L = {〈x, y〉} and the rest U = D \ L

consists of the unlabeled documents: U = {〈x, ?〉}. We assume that each document xi is
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represented as a vector of features: xi , {f i1, f i2, · · · , f in}. Each feature f ij represents the

binary presence (or absence), frequency, or tf-idf representation of the phrase j in document

xi. Each label y ∈ Y is discrete-valued variable Y , {y1, y2, · · · , yl}. Typical supervised

learning approaches for data curation select a document 〈x, ?〉 ∈ U , query a labeler for its

label y, and incorporate the new document 〈x, y〉 into the training set L.

Several approaches looked at eliciting more than just labels from annotators. For

example, feature annotation work looked at annotating features in tandem with labeling of

documents [4], [31], [66], [81], [105], [107]. More recently, Zaidan et al. [2007] looked

at eliciting rationales for the chosen label. In Chapter 4, we presented a classifier-agnostic

approach to incorporate rationales into learning. In this chapter, we go one step further, and

instead of asking simply the rationales, we ask for an explanation for the chosen label.

Explanations can be pretty broad, such as free-form text entries, rules, feature an-

notations, and rationales for classification. In this chapter, we focus on explanations for

document classification where the human annotator highlights phrases in the document as

explanations. Specifically, we ask the labeler to provide two kinds of highlighting. In the

first kind, the human highlights the phrases that support the underlying label. For example,

in sentiment classification, the human would highlight the positive sentiments in a positive

review. In the second kind of highlighting, the human highlights the kind of phrases which,

if were not present, would make the provided label even more correct. For example, these

would be the negative sentiments in a generally-positive review.

Formally, in the learning with explanations framework, when a document is chosen

for annotation, the labeler provides label yi for a document xi, and explanations, which

correspond to supporting features SF (xi) and opposing features OF (xi) for the label of

xi: SF (xi) = {f ik : k ∈ xi} and OF (xi) = {f ij : j ∈ xi}. It is possible that the labeler

cannot pinpoint any supporting or opposing phrases, in which case SF (xi) and OF (xi) are

allowed to be empty sets. Next, we describe our approach for incorporating explanations



138

into the learning process.

6.3 Learning with Explanations

In this section, we describe our approach to incorporate feature-based expla-

nations into the training of any off-the-shelf feature-based classifier. We assume that

the explanations, i.e. the supporting and opposing features, returned by the labeler al-

ready exist within the dictionary of the underlying model.8 For each labeled document,

〈xi, yi, SF (xi), OF (xi)〉, we create four types of pseudo-documents as follows:

• For each supporting feature in SF (xi), we create one pseudo-document containing

only one phrase corresponding to a supporting feature, weight the supporting feature

by ws, and assign this pseudo-document the label yi.

• For each opposing feature in OF (xi), we create one pseudo-document containing

only one phrase corresponding to an opposing feature, weight the opposing feature

by wo and assign this pseudo-document the label ¬yi, where ¬yi is the opposite class

label.

• We create one pseudo-document, d′ which is same as the original document, ex-

cept the supporting and opposing features are removed, the remaining features are

weighted by wyd′ , and label yi is assigned to this pseudo-document.

• We create another pseudo-document, d′ which is same as the original document,

except the supporting and opposing features are removed, the remaining features are

weighted by w¬yd′ , and label ¬yi is assigned to this pseudo-document.

We incorporate these pseudo-documents into L, on which the classifier is trained. We call

8If the features corresponding to the explanations do not exist in the dictionary, the
dictionary can be expanded to include the new phrases, e.g. by creating and adding the
corresponding n-grams to the dictionary.
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this approach to incorporate explanations as learning with explanations (LwE).

We present a sample dataset with two documents, a positive movie review and a

negative movie review, below. In these documents, the words that are returned as sup-

porting features are underlined and the words that are provided as opposing features are in

strikethrough.

Document 1: This is a weird low-budget movie. It is awful but it pulls off somehow, that is

why I love it.

Document 2: This movie had great acting, good photography, but the plot was terrible.

Ultimately it was a failure.

As this example illustrates, there are supporting positive (negative) words and opposing

negative (positive) words in a positive (negative) document. Table 6.1 shows the traditional

binary representation and LwE representation for Document 2.

One would expect that the weights for documents that contain only the explanations

(wo and ws) would be higher than the ones that exclude explanations (wyd′ and w¬yd′ ), to em-

phasize the supporting features for the chosen label and opposing features for the opposite

label, and de-emphasize the remaining phrases in both classes. Moreover, the documents

that exclude explanations would be weighted higher for the chosen label, wyd′ , than for the

opposite label, w¬yd′ , since even without the supporting features, the document would more

likely belong to class y than to class ¬y. This is because the document is overall labeled as

y and the labeler is not necessarily asked to provide all the explanations for classification.

This approach to incorporate explanations is not tied to any classifier. Any off-the-

shelf classifier that can work with numerical features, such as multinomial naı̈ve Bayes

(for which all the feature weights, ws, wo, w
y
d′ , and w¬yd′ , must be non-negative), logistic
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Table 6.1. The binary representation (top) and its LwE transformation (bottom) for Doc-
ument 2 (D2). Stop words are removed. LwE creates multiple pseudo-documents with
various feature weights and class labels.
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regression, and support vector machines, can be used as the underlying model.

6.4 Experimental Methodology and Results

In this section we first describe the settings, datasets, and classifiers used for our

experiments and how we simulated a human labeler to provide explanations for document

classification. Then, we present the results comparing traditional learning (TL), learn-

ing with rationales (LwR), and learning with explanations (LwE). We use LwR strategy

presented in Chapter 4 as a baseline for our LwE approach.

6.4.1 Methodology. We experimented with three document classification datasets, which

are described in Table 6.2. We evaluated our strategy using multinomial naı̈ve Bayes and

support vector machines, as these are strong classifiers for text classification. We used the

scikit-learn [78] implementation of these classifiers.
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Table 6.2. Description of the datasets: the domain, number of instances in training and test
datasets, and size of vocabulary.

Dataset Task Train Test Vocab.
IMDB Sentiment analysis of movie reviews [61] 25,000 25,000 27,272

NOVA Email classification (politics vs. religion) [44] 12,977 6,498 16,969

WvsH 20Newsgroups (Windows vs. Hardware) 1,176 783 4,026

To compare various strategies, we used learning curves. The initially labeled dataset

was bootstrapped using 10 documents by picking 5 random documents from each class.

Iteratively, 10 documents were chosen at random and were annotated by TL, LwR, and

LwE approaches. This process was repeated 10 times, and average learning curves over

10 different runs are presented. We evaluated all the strategies using AUC (Area Under

an ROC Curve) measure. For this study we selected documents randomly, as opposed to

using active learning approaches such as uncertainty sampling [57], to run a controlled

experiment where TL, LwR, and LwE, all operated on the same set of documents.

The LwR approach [101] elicits rationales for classification, and modifies the doc-

ument to weight rationale features higher than other features within that document. On the

other hand, LwE approach elicits explanations, where supporting features are rationales

for classification, but it goes one step further than LwR, and elicits opposing features. For

each document, the rationales provided for LwR by the simulated labeler are the same as

supporting features provided for LwE, so compared to LwR, LwE has the additional ad-

vantage of receiving opposing features from the labeler. However, we cannot argue that

the difference between LwR and LwE strategies is only due to eliciting opposing features,

since LwE creates several pseudo-documents for explanations, whereas LwR re-weights

features within a document.

For LwR baseline, we used the same weights that were used in Chapter 4. That is,

we set the weights for rationales and the remaining features of a document to 1 and 0.01
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respectively (i.e. r = 1 and o = 0.01). For LwE using multinomial naı̈ve Bayes, we set

the weights ws = 100, wo = 100, wyd′ = 1, and w¬yd′ = 0.01. For LwE using support vector

machines, we set the weights ws = 1, wo = 1, wyd′ = 0.1, and w¬yd′ = 0.001. These weights

worked reasonably well for all three datasets. We experimented with fixed weight settings

in this section to show that LwE can do well across datasets even without parameter tuning.

In Section 6.4.3, we also present results using the best possible parameter settings for all

approaches.

We simulated the human labeler in the same way as in Chapter 4. The simulated

labeler recognized phrases as positive (negative) features that had the highest χ2 (chi-

squared) statistic in at least 5% of the positive (negative) documents. To make the labeler’s

effort as small as possible, we ask the labeler to highlight any one feature as supporting

feature and any one feature as opposing feature, as opposed to asking the labeler to high-

light all supporting and opposing features. We also allowed the labeler to skip highlighting

any phrase as supporting or opposing, if the answer is not obvious, i.e. if the labeler cannot

pinpoint any phrase as a supporting/opposing feature.

6.4.2 Results. Figure 6.1 presents the learning curves on three document classification

datasets using multinomial naı̈ve Bayes and support vector machines. The results show that

LwE provides huge improvements over TL for all datasets and classifiers. We performed

pairwise one-tailed t-tests under significance level of 0.05, where pairs are area under the

learning curves for 10 runs of each method. If a method has higher average performance

than a baseline with a significance level of 0.05 or better, it is a win, if it has significantly

lower performance, it is a loss, and if the difference is not statistically significant, the result

is a tie. For all three datasets and two classifiers, LwE statistically significantly outperforms

TL. For NOVA dataset, LwE outperforms TL on the first half of the learning curve, but

later loses to TL under fixed-parameter settings. As we show later in Section 6.4.3, under

best parameter settings, LwE outperforms TL for NOVA at all budget levels. LwR also
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performs much better than TL, and is therefore a strong baseline for LwE, however, LwE

provides further improvements over LwR. The t-test results show that for IMDB and NOVA

datasets, LwE statistically significantly wins over LwR using both classifiers. For WvsH

dataset, LwE wins over LwR using multinomial naı̈ve Bayes and LwE ties with LwR

using support vector machines.

It is not a surprise that LwE is able to outperform TL and LwR. LwE is asking the

human to provide further information than just the labels. What we are arguing, however,

is that LwE is able to integrate this extra information into the learning process effectively.

In Table 6.3, we compare the number of annotated documents required by TL, LwR, and

LwE to achieve a target AUC performance using multinomial naı̈ve Bayes. The results

using support vector machines are similar and are omitted to avoid redundancy. The ratios

of number of documents required by TL and LwE (TL/LwE) in this table show that LwE

drastically accelerates learning. For example, for IMDB dataset, in order to achieve AUC

of 0.85 using multinomial naı̈ve Bayes, TL requires labeling 233 documents, whereas LwE

achieves the same AUC with just 51 labeled documents. We note that providing explana-

tions might take more time than providing just the labels, however, for this case, if the

labeler does not take more than 4.5 times the amount time in providing explanations, it is

better to ask labeler to provide explanations along with labels for documents. Moreover,

LwE often requires fewer labeled documents compared to LwR to achieve the same target

AUC. As Table 6.3 shows, the ratio of number of documents required by the LwR and LwE

(LwR/LwE) is often greater than 1 and sometimes as large as 3.2. That is, if the labeler

is already providing a rationale, then if the labeler does not spend more than 3 times the

amount of time in providing an opposing feature, labeling documents with explanations is

worth the expert’s time.

6.4.3 LwE vs. TL and LwR under Best Parameter Settings. So far, we have seen that

LwE provides improvements over TL and LwR. All three strategies used a fixed weight
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Figure 6.1. Comparison of LwE to TL and LwR. LwE provides significant improvements
over TL. LwE statistically significantly wins over LwR for (a), (b), (c), (d), and (e).
LwE ties with LwR on WvsH dataset using support vector machines (f).

setting for hyper-parameters. In this section, we examine how TL, LwE, and LwR meth-

ods would behave when they are tuned using the best parameter settings. To find out, we

searched over several parameters, optimizing on the test data. Note that, normally, one
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Table 6.3. Comparison of number of documents required to achieve a target AUC by TL,
LwE, and LwR using multinomial naı̈ve Bayes. ‘n/a’ represents that a target AUC
cannot be achieved by a method.

Dataset Method
Target AUC

0.70 0.75 0.80 0.85 0.90 0.95

IMDB

TL 37 65 106 233 841 n/a

LwR 10 16 37 164 n/a n/a

LwE 5 9 18 51 379 n/a

TL/LwE 7.4 7.22 5.89 4.57 2.22 n/a
LwR/LwE 2 1.78 2.06 3.22 n/a n/a

NOVA

TL 3 3 5 12 28 126

LwR 2 3 4 11 31 110

LwE 2 3 4 9 16 51

TL/LwE 1.5 1 1.25 1.33 1.75 2.47
LwR/LwE 1 1 1 1.22 1.94 2.16

WvsH

TL 17 33 57 127 380 n/a

LwR 4 6 12 33 188 n/a

LwE 4 6 12 30 146 n/a

TL/LwE 4.25 5.5 4.75 4.23 2.6 n/a
LwR/LwE 1 1 1 1.1 1.29 n/a

would never optimize over the test data in practical settings. This is a hypothetical setting,

and the purpose is to conduct a controlled experiment to tease out whether the LwE frame-

work is different, better, or worse than the LwR framework, when both are tuned using best

possible parameter settings.

For LwR, we searched for weights r and o, and for LwE, we searched for weights

ws, wo, w
y
d′ , and w¬yd′ . In addition to these parameters, for multinomial naı̈ve Bayes, we

searched for the smoothing parameter, α, and for support vector machines, we searched for

the regularization parameter, C. For TL, we searched for α for multinomial naı̈ve Bayes,

and C for support vector machines. For all hyper-parameters, we performed a grid search

for values between 10−3 and 103.
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Figure 6.2 presents learning curves comparing LwE to TL and LwR under the best

parameter settings. The t-tests results show that LwE statistically significantly wins over

TL for all three datasets. For IMDB and NOVA datasets, LwE wins over LwR using both

classifiers. For WvsH dataset, LwE ties with LwR using both classifiers.
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Figure 6.2. Comparison of LwE with TL and LwR under best parameter settings.
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6.4.4 Any One Explanation vs. All Explanations. So far, we have shown that incorpo-

rating explanations consisting of any one supporting feature and any one opposing feature

provides improvements over LwR and TL. In this section, we compare LwE to LwR when

all the explanations are incorporated using LwE and all the rationales are incorporated

using LwR.

Figure 6.3 shows the learning curves achieved with LwE using any one explanation

and all the explanations, and LwR using any one rationale and all the rationales. Incorpo-

rating all the explanations into learning provides improvements over incorporating any one

explanation, and incorporating all the rationales into learning provides improvements over

incorporating any one rationale for all three datasets using both multinomial naı̈ve Bayes

and support vector machines.

6.4.5 Learning with Noisy Explanations. So far, we assumed that the simulated la-

beler is perfect and highlights only the most apparent words as explanations. In reality,

however, user-annotated explanations can be noisy, where users do not pinpoint just the

important words, but rather highlight phrases (or even sentences) that span several words.

In this section, we investigate the effect of noisy explanations on the performance of LwE

framework, and the effect of noisy rationales on the performance of LwR framework.

In order to simulate an expert that provides noisy explanations, we allowed the sim-

ulated labeler to highlight k/2 words before and k/2 words after the word that is recognized

as a supporting or opposing feature by the simulated labeler. That is, for each word that is

recognized as an explanation, the simulated labeler returns k additional words around the

explanation as noise. Similarly, for the LwR approach, we allowed the simulated labeler to

select k/2 words before and k/2 words after the word that is recognized as a rationale by

the simulated labeler. The parameter k controls the level of noise in explanations and ra-

tionales. We experimented with k = 2 and k = 4. Getting the noise, i.e. the words, around

explanations or rationales words requires parsing the text within the document, however,



148

0.72

0.78

0.84

0.9

0 50 100 150 200

A
U

C
 

Number of Documents 

IMDB - MNB - Any vs. All Explanations 

LwE-All Explanations

LwE-Any Explanation

LwR-All Rationales

LwR-Any Rationale

(a)

0.73

0.8

0.87

0 50 100 150 200

A
U

C
 

Number of Documents 

IMDB - SVM - Any one vs. All Explanations 

LwE-All Explanations

LwE-Any Explanation

LwR-All Rationales

LwR-Any Rationale

(b)

0.84

0.91

0.98

0 50 100 150 200

A
U

C
 

Number of Documents 

Nova - MNB - Any one vs. All Explanations 

LwE-All Explanations

LwE-Any Explanation

LwR-All Rationales

LwR-Any Rationale

(c)

0.83

0.9

0.97

0 50 100 150 200

A
U

C
 

Number of Documents 

NOVA - SVM - Any one vs. All Explanations 

LwE-All Explanations

LwE-Any Explanation

LwR-All Rationales

LwR-Any Rationale

(d)

0.79

0.83

0.87

0.91

0 50 100 150 200

A
U

C
 

Number of Documents 

WvsH - MNB - Any one vs. All Explanations 

LwE-All Explanations

LwE-Any Explanation

LwR-All Rationales

LwR-Any Rationale

(e)

0.79

0.83

0.87

0.91

0 50 100 150 200

A
U

C
 

Number of Documents 

WvsH - SVM - Any one vs. All Explanations 

LwE-All Explanations

LwE-Any Explanation

LwR-All Rationales

LwR-Any Rationale

(f)

Figure 6.3. LwE with incorporating any one explanation vs. all explanations, and LwR
with incorporating any one rationale vs. all rationales for all three dataset using multi-
nomial naı̈ve Bayes and support vector machines.
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since the original text for NOVA dataset is not available, we excluded this dataset from the

study in this section. We experimented with noisy explanations and noisy rationales for

only IMDB and WvsH datasets.

Figures 6.4 and 6.5 show the learning curves achieved by LwE under two noise

levels, where k = 2 and k = 4. Similarly, Figures 6.6 and 6.7 show the learning curves

achieved by LwR under two noise levels, where k = 2 and k = 4. For both LwE and LwR

frameworks, we experimented with fixed weight settings, as described in Section 6.4.1, for

the hyper-parameters to show the effect of noise on each of the two frameworks. That is,

for LwE using multinomial naı̈ve Bayes, we set the weights ws = 100, wo = 100, wyd′ = 1,

and w¬yd′ = 0.01, and for LwE using support vector machines, we set the weights ws = 1,

wo = 1, wyd′ = 0.1, and w¬yd′ = 0.001. For LwR, we set the weights r = 1 and o = 0.01.

As Figures 6.4 and 6.5 show, the performance of LwE decreases as the noise level

increases, which is not surprising, however LwE is affected more by noisy explanations

than LwR by noisy rationales (Figures 6.6 and 6.7). Note that LwE asks the labeler to

provide supporting and opposing phrases, whereas LwR asks the labeler to highlight only

the rationales for classification. Not all documents have supporting and opposing phrases

in them, however, it is more likely for a document to have a supporting phrase than an

opposing phrase. For IMDB dataset, the simulated labeler returned at least one supporting

phrase for 91.24% of the documents and at least one opposing phrase for 64.42% of the

documents. The same simulated labeler for LwR returned at least one rationale for 91.24%

of the documents. Hence, the number of phrases returned as explanations by the simulated

labeler is ≈1.7 times more than the number of phrases returned as rationales for the IMDB

dataset. Similarly, for WvsH dataset, the simulated labeler returned at least one supporting

phrase for 94.81% of the documents and at least one opposing phrase for 42.6% of the

documents. The same simulated labeler for LwR returned at least one rationale for 94.81%

of the documents. Hence, the number of phrases returned as explanations by the simulated
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Figure 6.4. LwE with noisy explanations, noise level, k=2, for IMDB and WvsH datasets
using multinomial naı̈ve Bayes and support vector machines.

labeler is≈1.45 times more than the number of phrases returned as rationales for the WvsH

dataset. With the same noise level, k, LwE framework learns with more noise than the LwR

framework.

In Figures 6.4, 6.5, 6.6, and 6.7, we used fixed parameter settings, as described in

Section 6.4.1, for the hyper-parameters of LwE and LwR to investigate the effect of noise

in explanations and rationales. In practice, however, when the explanations are noisy, the

confidence in explanations should be reflected in the weights, ws, wo, w
y
d′ , and w¬yd′ . When
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Figure 6.5. LwE with noisy explanations, noise level, k=4, for IMDB and WvsH datasets
using multinomial naı̈ve Bayes and support vector machines.

the expert provides precise and accurate explanations, the weights ws and wo should be

much higher than wyd′ and w¬yd′ . And, when the expert provides noisy explanations, the

weights ws and wo should become closer to wyd′ and w¬yd′ , as the noise level increases. That

is, the confidence in the expert’s explanations should be reflected in these weights.

We observed that when the explanations are noisy, setting the weights ws and wo

closer to wyd′ and w¬yd′ improves the performance of LwE. A more practical approach is to

tune these parameters (e.g., using cross validation) at each step of the learning curve. We
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Figure 6.6. LwR with noisy rationales, noise level, k=2, for IMDB and WvsH datasets
using multinomial naı̈ve Bayes and support vector machines.

investigated the performance of LwE with noisy explanations when the hyper-parameters

are optimized at each iteration of learning using the training data. We searched for the op-

timal parameter settings for ws, wo, w
y
d′ , w

¬y
d′ for LwE. We also searched for the smoothing

parameter, α, for multinomial naı̈ve Bayes and regularization parameter, C, for support

vector machines. At each step of the learning curve, we performed a grid search to search

for values between 10−2 and 102 for all the hyper-parameters using five-fold cross valida-

tion on training set. We optimized all the parameters for AUC measure, since AUC is the
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Figure 6.7. LwR with noisy rationales, noise level, k=4, for IMDB and WvsH datasets
using multinomial naı̈ve Bayes and support vector machines.

target performance measure in our experiments. Figures 6.8 and 6.9 present the learning

curves for LwE with noise levels, k = 2 and k = 4, for multinomial naı̈ve Bayes and

support vector machines when any one explanation for the document is incorporated using

LwE.

Figures 6.8 and 6.9 present the learning curves for LwE when the hyper-parameters

are optimized at each iteration of learning. As these figures show, the performance of LwE

with noisy rationales improves when optimal parameters are searched at each iteration of
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Figure 6.8. LwE with any one noisy explanation (LwE-Any Exp) and noise levels, k=2
and k=4, with optimal hyper-parameter settings for IMDB and WvsH datasets using
multinomial naı̈ve Bayes.
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Figure 6.9. LwE with any one noisy explanation (LwE-Any Exp) and noise levels, k=2 and
k=4, with optimal hyper-parameter settings for IMDB and WvsH datasets using support
vector machines.

learning.

6.4.6 Learning with Explanations with Fallible and Reluctant Experts. So far, we
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assumed that experts provide any one explanation (or rationale) for a document, however,

some experts can be reluctant, but precise, in providing explanations (or rationales). We

also assumed that the explanations and rationales provided by experts are always correct,

however, some experts can be fallible and imprecise in providing explanations (or ratio-

nales). In this section, we evaluate the performances of LwE and LwR when the experts

are fallible or reluctant in providing explanations or rationales.

We assume that reluctant experts do not provide all the explanations (or rationales),

however, when they do provide an explanation (or a rationale), they highlight the most

important phrases as explanations (or rationales). In order to simulate a reluctant expert,

we allowed the labeler to identify only a few, but most important, phrases as supporting

or opposing features. The simulated reluctant expert recognized supporting and opposing

phrases as words that have the highest χ2 (chi-squared) statistic in at least 10% of the

documents. This resulted in a simulated labeler that identified very few words that were

most apparent as explanations (or rationales) and hence, would not provide an explanation

(or rationale) for all the documents. The simulated reluctant expert recognized only 34

words, 54 words, and 51 words as supporting/opposing phrases for IMDB, NOVA, and

WvsH datasets respectively.

We assume that a fallible expert has a higher chance of providing an explanation (or

a rationale), however, the explanation (or rationale) might not be good enough, that is, the

credibility of the explanations provided by the labeler is questionable. To simulate a fallible

expert, we allowed the simulated labeler to identify phrases as supporting or opposing fea-

tures that have the highest χ2 (chi-squared) statistic in at least 1% of the documents. This

resulted in the simulated labeler that identified more words as explanations (or rationales),

and thus has a higher chance of providing explanations (or rationales), however some of

the words might not be good explanations (or rationales). The simulated fallible expert rec-

ognized 108 words, 437 words, and 147 words as supporting/opposing phrases for IMDB,
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NOVA, and WvsH datasets respectively.

Figure 6.10 shows the learning curves for LwE and LwR with fallible experts for

all three datasets using multinomial naı̈ve Bayes and support vector machines. When the

expert is fallible, the performances of both LwE and LwR decrease, which is not sur-

prising, because although the fallible expert recognizes more words as explanations, the

explanations could be of inferior quality. Figure 6.11 shows the learning curves achieved

with reluctant experts. When the expert is reluctant, the performances of both LwE and

LwR decreases, especially at the beginning of the learning, but later on, the performances

of both LwE and LwR increase. A reluctant expert does not provide much feedback, but

when s/he does provide feedback, it is of superior quality compared to the feedback from a

fallible expert. Thus, at the beginning of learning, the performances of both LwE and LwR

decrease because the reluctant expert does not provide much feedback, however, providing

a superior quality feedback could improve learning in the long-term, e.g., in the case of

IMDB dataset (Figures 6.11(a) and 6.11(b)).

6.5 Graphical User Interface

In this section, we evaluate our approach to incorporate explanations into learning

using real user-annotated explanations. We designed and ran a user study to investigate

the performance of LwE framework with real user-annotated explanations. We provide a

graphical user interface that facilitates users to easily highlight supporting and opposing

phrases using different highlighting colors. To make the highlighting task easier for the

user, instead of asking the user to highlight supporting and opposing phrases, we simply

asked the user to highlight all the positive phrases using ‘green’ color and highlight all the

negative phrases using ‘red’ color. The explanations framework determines which phrases

are supporting and which phrases are opposing, based on the highlighting color of the

phrases and the label chosen by the user for a document. We had three users for our study,

and we refer to them as User1, User2, and User3 in this study. Each user was shown 200
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Figure 6.10. Performances of LwE and LwR with fallible experts.
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Figure 6.11. Performances of LwE and LwR with reluctant experts.
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movie reviews in the same order. For each movie review, we recorded the response time,

label (positive/negative), and the supporting and opposing phrases provided for the movie

review.

Figure 6.12 shows a screenshot of the graphical user interface for the learning with

explanations framework for document classification. For the user study, we tasked the user

to annotate IMDB movie reviews as positive or negative sentiment reviews. We displayed

the movie review in the graphical user interface and asked the user to highlight positive

phrases with ‘green’ color highlighter and negative phrases with ‘red’ color highlighter,

and provide a label, ‘positive’ or ‘negative’, for the movie review. We asked the user to

highlight as many positive sentiment phrases and negative sentiment phrases as s/he could

identify in a document.

Figure 6.12. Graphical user interface for the Learning with Explanations framework.

Figure 6.13 shows the results comparing LwE with explanations provided by the
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three users to traditional learning (TL) using multinomial naı̈ve Bayes and support vector

machines. LwE with default weight settings for the hyper-parameters (i.e., ws = 100,

wo = 100, wyd′ = 1, and w¬yd′ = 0.01 using multinomial naı̈ve Bayes, and ws = 1, wo = 1,

wyd′ = 0.1, and w¬yd′ = 0.001 using support vector machines) performed better than TL.

However, real user can be fallible or reluctant, and can provide noisy explanations. Hence

the weights, ws, wo, w
y
d′ , and w¬yd′ , need to reflect the confidence in the expert. If the expert

is perfect, placing higher weights on ws and wo compared to wyd′ and w¬yd′ works better, and

if the expert is noisy, the weights ws and wo should be closer to wyd′ and w¬yd′ . Ideally, these

parameters should be tuned (e.g., using cross-validation) at each iteration of learning.

0.6

0.69

0.78

0.87

0 50 100 150 200

A
U

C
 

Number of Documents 

IMDB - MNB User-Annotated Explanations 

LwE_User1

LwE_User2

LwE_User3

Traditional Learning

(a)

0.61

0.7

0.79

0.88

0 50 100 150 200

A
U

C
 

Number of Documents 

IMDB - SVM User-Annotated Explanations 

LwE_User1

LwE_User2

LwE_User3

Traditional Learning

(b)

Figure 6.13. LwE with explanations and labels provided by the three users using (a) multi-
nomial naı̈ve Bayes and (b) support vector machines. LwE with real user-annotated
explanations provides improvements over traditional learning (TL).

These results show that our framework can effectively incorporate user-annotated

explanations to improve learning. Table 6.4 presents the average number of explanations,

the average number of words per explanations, the average accuracy of users based on the

actual labels of the movie reviews, and the average time that each user took to annotate 200

movie reviews. The average number of explanations provided by the users ranged between

≈2.5 and≈11 explanations per document. Moreover, each phrase that the user highlighted
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Table 6.4. Average number of explanations, average number of words per explanations,
accuracy, and average time taken by three users to annotate 200 movie reviews.

User Average # of
explanations

per document

Average # of words
per explanation

Accuracy of
users on labels

Average
time (Sec)

User1 10.54 3.85 96% 121.9

User2 5.76 1.56 92.50% 88.31

User3 2.5 2.21 92% 84.48

as an explanation often consisted of more than one word. We note that incorporating ex-

planations improves learning, but providing explanations and the label would take more

time than providing just the label for a document. We do not know exactly how long the

users would have taken to provide just the labels for these 200 documents, but annotating

these 200 documents with the labels and providing explanations took the users more than

1 minute per document.

6.6 Conclusion

We introduced a novel framework to enrich the interaction between the human and

active learner by asking the human experts to annotate documents and provide explanations

for classification, by highlighting features that support or oppose their classification of

documents. Our explanations framework can effectively incorporate the rich feedback,

in the form of feature-based explanations, into any off-the-shelf classifier. The empirical

evaluations on three text datasets and two classifiers showed that our proposed method

can effectively incorporate simple explanations for document classification. We showed

that our framework performs well, even when the explanations are noisy, and when the

expert is fallible or reluctant in providing explanations. We presented a graphical user

interface to elicit explanations from real users and showed that our framework is effective

for incorporating explanations from user-annotated explanations, which could be noisy.
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CHAPTER 7

CONCLUSION AND FUTURE RESEARCH DIRECTIONS

In this dissertation, I discussed the problem of making the supervision resource-

efficient through use of active learning and enabling richer interactions between the human

expert and learner to make more effective and intuitive use of human expert’s time, cost,

and effort in providing supervision. In this section, I first summarize our contributions,

present future research directions, and then conclude the thesis.

7.1 Summary of Contributions

In this thesis, I introduced four novel active learning frameworks to enrich the in-

teractions between the expert and the learner. We addressed two main challenges in this

thesis. The first challenge is that the active learners do not provide their reasons for select-

ing certain instances for labeling. To address this challenge, we enabled the active learner to

reveal its perception of uncertainty on instances. The second challenge is that the traditional

supervised learning approaches can incorporate labeled examples, but they cannot readily

handle the rich feedback, such as domain knowledge, feature annotation, and rationales

and explanations for classification. This is a fundamental limitation of the machine learn-

ing algorithms, and to overcome this challenge, we devised several approaches that can

effectively incorporate rich feedback into the training of supervised learning algorithms.

I described an evidence-based framework to provide transparency into uncertainty

sampling, an active learning strategy that selects instances about which the model is un-

certain. We discovered two reasons for model’s perception of uncertainty: a model can

be uncertain about an instance due to strong and conflicting evidence for both classes

(conflicting-evidence uncertainty) versus a model can be uncertain because it does not have

sufficient evidence for either class (insufficient-evidence uncertainty). Through empirical
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evaluations on several real-word datasets, I showed that annotating conflicting cases pro-

vides huge improvements to the model’s performance. I provided analytical and empirical

justifications which show that annotating conflicting-evidence cases is beneficial to the

learning, because conflicting-evidence instances are underrepresented in the labeled data

compared to the insufficient-evidence cases, and that the model has higher variance on the

conflicting-evidence cases than on the insufficient-evidence cases.

I described three frameworks to enable richer interactions between the human ex-

pert and learner and incorporate the rich feedback into the training of supervised learning

algorithms. The first framework to incorporate rich feedback aimed at incorporating ra-

tionales for document classification task, where rationales are phrases in a document that

convinced the human expert to choose a particular label for the document. I presented a

classifier-free approach that modifies the training data by weighting the rationale features

higher than other features in the documents. I empirically showed on four text classifi-

cation datasets and using three classifiers that our approach to incorporate rationales into

learning significantly outperformed traditional learning that uses only labeled examples. I

showed that our approach was on par with several other classifier-specific approaches, but

our approach has the advantage of being independent of the classifier.

The second framework to incorporate rich feedback was developed for the aviation

domain, where subject matter experts looked at flights data and identified a few flights

that are of operational significance, i.e., represent a safety concern, and provided rationales

for why a flight was operationally significant. The flights data is heterogeneous, where

some features are time series data, while others are binary, discrete or continuous, and

we utilized multiple kernel learning approach, which builds a kernel for each feature, to

combine the data from heterogeneous data sources. Here, the rationales provided by subject

matter experts were either based on a single feature or based on conjunction of two or

more features. I presented our approach that creates new features based on the rationales
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provided by subject matter experts, and weights the kernels for rationale features higher

than the kernels for other features. Through empirical evaluations, we showed that our

approach improves the detection of operationally significant flights by as much as 75%

compared to the state-of-the-art, and provides significant reduction in time for supervision.

The third framework to incorporate rich feedback aimed at eliciting explanations for

classification of documents, where experts provided explanations by highlighting phrases

that reinforce their belief in the document’s label and striking-out phrases that weaken their

belief in the document’s label. For this framework, I presented a graphical user interface

to facilitate humans to read documents and highlight phrases that strengthen (or weaken)

their belief in the chosen label. I presented our framework that effectively utilizes the ex-

planations to improve learning by creating various pseudo-documents for the highlighted

phrases and the remaining phrases, and weighting the highlighted phrases higher than the

other phrases that were not selected by the expert. Through empirical evaluations on three

document classification tasks and a user study, I showed that our approach to incorporate

explanations into learning provided significant improvements in learning compared to tra-

ditional learning and the learning with rationales framework.

7.2 Future Research Directions

There are several interesting avenues for future research based on the work pre-

sented in this thesis. We discuss some of the possible future research directions in this

section.

7.2.1 Frameworks to Provide Transparency into Other Active Learning Strategie-

s and Using Other Classifiers. Most active learning strategies are opaque and do not

provide their reasons for selecting instances for labeling. Most active learning strategies

use greedy algorithms to select high-utility instances based on some heuristics, that is, in-

stances which the active learner “thinks” are important for labeling, and hence, it is not
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trivial to make the active learners transparent to provide useful explanations. In Chapter 3,

we showed that making the uncertainty sampling strategy transparent to explain its rea-

sons for uncertainty on instances provides huge improvements to the learning efficiency.

This result suggests that exploring methods to provide transparency into other active learn-

ing strategies, such as query-by-committee [69], expected error reduction [59], [88], and

density-weighted methods [95], could be useful to both researchers and labelers for (i) un-

derstanding the reasons for why certain instances are queried by the active learning strate-

gies, and (ii) devising better active learning strategies to select more useful instances for

labeling.

In Chapter 3, we presented the evidence-based framework and provided formula-

tions of evidence for several off-the-shelf classifiers such as naı̈ve Bayes, logistic regres-

sion, and linear and non-linear support vector machines, however, formulating evidences

for other classifiers such as neural networks and perceptrons, and for regression methods,

is not trivial, but is an interesting direction for future research.

7.2.2 Evidence-Based Framework and Outliers. In Chapter 3, we showed that in-

stances with conflicting-evidence have less density in the training data and instances with

insufficient-evidence have higher density in the training data. This result suggests an inter-

esting idea of utilizing the evidence-based framework for identifying outliers. It is yet to

be determined whether the conflicting cases can be deemed as outliers with respect to the

overall data.

Uncertainty sampling is known to be susceptible to outliers [88]. It is not clear

at this point whether combining uncertainty sampling with the evidence-based framework

makes it more or less susceptible to noise and outliers. We experimented with real-world

datasets, which are expected to be noisy, and showed that most-surely uncertain signif-

icantly outperforms uncertainty sampling while least-surely uncertain performed signifi-

cantly worse on many measures and datasets. The effect of noise and outliers on UNC-CE
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and UNC-IE needs to be verified through carefully designed experiments with synthetic

datasets. A possible idea is to combine density-weighted methods [95] with the evidence-

based framework, where instances with less density in the training data and more density

in the overall data are selected for labeling.

Another interesting idea is to utilize the formalism of Senge et al. [2014] to in-

vestigate whether any parallels and similarities can be drawn between conflicting versus

insufficient-evidence and aleatoric versus epistemic uncertainty cases.

7.2.3 Eliciting Richer Feedback from the Labelers. An exciting future research di-

rection is to allow the labelers to provide richer feedback. This is especially useful for

resolving conflicts that stem from seemingly conflicting words and phrases. For example,

for the movie review “The plot was great, but the performance of the actors was terri-

ble. Avoid it.” the positive word “great” is at odds with the negative words “terrible” and

“avoid”. If the labeler is allowed to provide richer feedback, stating that the word “great”

refers to the plot, “terrible” refers to the performance, and “avoid” refers to the movie, then

the learner might be able to learn to resolve similar conflicts in other documents. However,

this requires a conflict resolution mechanism in which the labeler can provide rich feedback

and a learner that can utilize such rich feedback.

We showed that our strategy to incorporate rationales works well for text classifica-

tion. The proposed framework can potentially be used for non-text domains where the do-

main experts can provide rationales for their decisions, such as medical domain where the

doctor can provide a rationale for his/her diagnosis and treatment decisions. In our frame-

work, we place higher weights on rationales and lower weights on other features, thus our

approach can be applied to domains where features represent presence/frequencies of char-

acteristics, such as whether a patient is infant/young/old, whether the cholesterol level is

low/medium/high, etc. Each domain is expected to have its own unique research challenges

and working with other domains is another interesting future research direction.
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Another line of future work is to allow the labelers to provide other types of expla-

nations, where explanations can be complex conjunction or disjunction of domain-specific

features, or free-form text entries. Incorporating unstructured domain knowledge, such

as free-form text entries, into learning would require parsing and converting the domain

knowledge into the representation that the underlying model can understand or operate on.

Future work for the rationales framework presented in Chapter 6 includes allowing

the experts to provide richer rationales and the enabling the system to integrate multiple

data sources for supporting those rationales for increased coverage of a wider range of

operationally significant anomalies.

7.2.4 Explanations Framework for Multilabel and Multiclass classification. In this

thesis, we presented the explanations framework for binary classification, where users high-

light supporting and opposing phrases as explanations for labeling documents. It is easy

to incorporate explanations for binary classification using our explanations framework,

however, it is not straightforward to incorporate explanations for multiclass and multil-

abel classification using our framework. Multiclass classification makes the assumption

that each instance belongs to only one class, whereas, in multilabel classification, an in-

stance can be assigned to multiple classes. Another interesting future research direction is

to generalize the explanations framework for incorporating explanations for multiclass and

multilabel classification.

7.3 Conclusion

In this thesis, I introduced four novel active learning frameworks that enable rich

interactions between the human expert and learner and make the supervision resource-

efficient. I described how we make the active learner transparent to explain its perception

of uncertainty on instances and how we used it for selecting better instances for labeling. I

introduced three frameworks to elicit rich feedback from human experts and described how
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we incorporated rich feedback into traditional machine learning algorithms. I showed that

enabling rich interactions between the human and learner and incorporating rich feedback

into learning makes more intuitive and effective use of human’s time and effort in providing

supervision.

With the rise in the use of predictive analytics to enhance businesses, provide de-

cision support, and enhance user experience, more and more organizations are turning to

predictive modeling for solutions to unlock the power of data for a variety of uses. How-

ever, building predictive models often requires supervision, and hence there is a need to

make more intelligent use of human’s time and effort. Even more important is to devise

capabilities to interact with the machine learning systems to (i) understand why the system

makes certain predictions, (ii) teach the system when it makes an incorrect prediction, and

(iii) make the users’ interactions with machine learning systems more enjoyable. Hence, it

is becoming ever increasingly important to enrich the interactions between the humans and

machine learning systems.
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