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• Creation and Early Implementation of Advanced Networking 
Technologies - The Next Generation Internet All Optical Networks, 
Terascale Networks, Networks for Petascale Science

• Advanced Applications, Middleware, Large-Scale Infrastructure, NG 
Optical Networks and Testbeds, Public Policy Studies and Forums 
Related to NG Networks

• Three Major Areas of Activity: a) Basic Research b) Design and 
Implementation of Prototypes and Large Scale Research Testbeds 
(Currently ~ 25) c) Operations of Specialized Communication 
Facilities (e.g., StarLight International/National Communications 
Exchange Facility, Metropolitan Research and Education Network)

Accelerating Leading Edge Innovation 

and Enhanced Global Communications 

through Advanced Internet Technologies, 

in Partnership with the Global Community

Introduction to iCAIR:



NSF’s Cyberinfrastructure Framework for the 21st

Century (CIF21)

• “Across the full range of NSF--‐supported fields increasingly 

sophisticated instrumentation and expanded computational 

resources are opening new windows onto phenomena from the 

universe to the human brain, from the largest scales to the 

smallest. Across all domains, data play the key role in a profound 

transformation of the culture and conduct of science and society.

• This Revolution Will Transform Research, Practice, And Education 

In Science and Engineering As Well As Advance Innovation In 

Society

• This vision of the near future shows clearly the urgent need for a 

comprehensive, scalable, cyberinfrastructure that bridges diverse 

scientific communities and integrates high--‐performance 

computing, data, software, and facilities in a manner that brings 

theoretical, computational, experimental, and observational 

approaches together to advance the frontier.”



A Quick Glance At History And Science 

Drivers
• US Supercomputing Program/NSFNET (Mid-1980s)

• Midwest Regional Network Connects To NSFNET

• Design (1993) And Implementation (1994) of Metropolitan Research 

and Education Network (MREN) Based On

• World’s First Major Internet Exchange And GigaPoP – Chicago 

Network Access Point (NAP) (1994)

• I-WAY Demonstration SC95 (1995)

• National Science Foundation Science Technology And Research 

Transit Access Point (STAR-TAP) Best International Transit (1997)

• NSF National very high speed Backbone Network System (vBNS) 

(1998)

• National R&E Networks (e.g., ESnet, I2), NGX Exchanges (1998)

• National Science Foundation StarLight International/National 

Communications Exchange Facility (2000)

• Illinois Wired/Wireless Research and Education Network (I-WIRE)

• TeraGrid (Distributed Computational Science Facility)







US GLIF Circuits 2017



Large Scale Global Science & Research 

Platforms

• Science Domains Create Cyberinfrastructure 

Ecosystems, Some Distributed World Wide, Some 

Devoted To Domains, Some Shared Among Domains

• Opportunities For Information Sharing On 

Cyberinfrastructure Architecture, Implementation, 

Technologies and Operations Among Projects

• GRP Initiatives Are Especially Useful For Cross 

Disciplinary Research – Creating:

– Large Scale Regional Science DMZs

– Super Facilities

– National Research Platforms

– Continental Research Platforms



A Next Generation, Software Defined, 

Globally Distributed, Multi-Domain 

Computational Science Environment

The GRP: A Platform For Global Science





AutoGOLE Open R&E Exchanges



StarLight





Internet2 Backbone Topology



Advanced North Atlantic Networks (ANA)

& Tbps











Instruments: Exebytes Of Data

KSTAR Korea Superconducting Tokamak

High Luminosity LHC

Bioinformatics/Genomics

SKA Australia Telescope Facility Vera Rubin Observatory

Next Gen Advanced Photon Source

Innovative IT Architecture, Services, Technologies







Recent=> DUNE/ProtoDUNE – Deep Underground Nutrino Experiment









GRP And Orchestration Among Multiple 

Domains

• Instrumentation and Analytic, Storage Resources Are 

Highly Distributed Among Multiple Domains 

Interconnected With High Performance Networks

• A Key Issues Is Discovering Resources, Claiming Them, 

Integrating Them, Utilizing Them and Releasing Them

• Increasingly, New Software Defined Infrastructure 

Architecture, Services, Techniques And Technologies 

Are Addressing These Issues, Especially Network 

Programmability (e.g., Software Defined Networking, 

Software Defined Exchanges, Software Defined 

Infrastructre, etc.)



GRP And Large-Scale High Capacity Data 

WAN Transport

• Large-Scale High Capacity Data WAN Transport Has 

Always Been And Remains A Major Challenge, 

Especially Over Global Paths

• This Issue Is Emphasized By A Next Generation Of 

Instrumentation That Will Generate Exponentially Large 

Volumes Of Data That Has To Be Distributed Across the 

Globe

• Often, This Issue Is Considered Reductively Only In 

Terms Of Network Capacity

• However, Actually It Is More An E2E Issue, Especially 

Given Advances In Core Optical Networking 

Technologies



High-Fidelity Data Flow Monitoring, Visualization, 

Analytics, Diagnostic Algorithms, Event Correlation 

AI/ML/DL 

• A Major Opportunity For Data Transport Optimization Is 

Being Provided By New Methods For Directly Detecting 

And Analyzing All Data Flows And Their Characteristics

• Because These Techniques Enable High-Fidelity Views 

Of All Flows, Real Time, Dynamic Traffic Engineering Is 

Possible With Much More Sophistication Than 

Traditional Approaches

• These Techniques Can Be Significant Enhanced Using 

AI/ML/DL, Which (Although Still Emerging) Are 

Becoming Critically Important Tools



International Testbeds for Data-Intensive 

Science

• Given Challenges Of Anticipated Large Scale Science 

Projects Along With Accelerated Rates Of Ongoing 

Innovation, International Testbeds Are Required for Pre-

Production Investigations And Prototyping Of New 

Technologies And Techniques Specifically Related To 

Data Intensive Science

• Such Global Experimental Research Testbeds Exist 

Today, And They Are Being Developed With Enhanced 

Capacities, Sites, And Capabilities 



(110+

Currently: 20+ 400 Gbps Paths Prototyping 800 Gbps Tbps





StarLight Software Defined Exchange

Source: Jim Chen



International Federated Testbeds As Instruments 

for Computer Science/Network Science

• The StarLight Communications Exchange Facility 

Supports ~ 25 Network Research Testbeds (Instruments 

For Computer Science/Networking Research)

• StarLight Supports Two Software Defined Exchanges 

(SDXs), An NSF IRNC SDX & A Network Research GENI 

SDX (Global Environment for Network Innovations)

• The GENI SDX Supports National and International 

Federated Testbeds



NSF International Global Environment for Network Innovations



SCinet National WAN Testbed

• As In Previous Years, iCAIR Supports SCinet In

Designing and Implementing a National WAN Testbed

• A Key Focus Is 400, 800, and 1.2 Tbps Path Services 

and Interconnections, Including Direct Connections To 

Edge Nodes, Primarily High Performance DTNs

• The SC23 National WAN Testbed Is Being Designed and 

Implemented To Support Demonstrations and 

Experiments Of Innovations Related To Data Intensive 

Science



Planned SC23 SCinet WAN Source Tom Lehman



Persistent Communication Services For Petascale Sciences: 

Demonstrations At IEEE/ACM Supercomputing Conference –

SC22, Dallas Texas





SC22 SCinet WAN Testbed



Example SC22 SCinet Network Research Exhibitions
• Global Research Platform (GRP)

• SDX 1.2 Tbps WAN Services

• SDX E2E 400 Gbps WAN Services

• 400 Gbps DTNs & Smart NICs

• Network Optimized Transport for Experimental Data (NOTED) – With AI/ML 

Driven WAN Network Orchestration

• SDX International Testbed Integration

• StarLight SDX for Petascale Science

• DTN-as-a-Service For Data Intensive Science

• P4 Integration With Kubernetes

• PetaTrans Services Based on NVMe-Over-Fabric

• NASA Goddard Space Flight Center HP WAN Transport Services

• Resilient Distributed Processing & Rapid Data Transfer

• PRP/NRP Demonstrations

• Open Science Grid Demonstrations

• N-DISE Named Data Networking for Data Intensive Science

• Orchestration With Packet Marking (SciTags)

• Smart Amplified Group Environment Enhanced with Artificial Intelligence 

for Global Collaboration (SAGE3)

• JANUS Container Orchestration



Network Optimized Transport for Experimental Data (NOTED) –

AI/ML Driven WAN Network Orchestration











Resilient Disributed Processing & Rapid Data Transfer



GRP DTNaaS For Petascale Science



DTN-as-a-Service – Demonstrated At SC22







Named Data Networking (NDN) 

for Data Intensive Science Experiments (N-DISE) 

Source Edmund Yeh

SC22



Open Science Grid SD Distributed Storage

Source: John Graham
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International P4 Testbed Showcase at SC22
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DTNStarLight

Integration With GEANT P4 Testbed



Digital Alliance Demonstrations 

Of Data Intensive Science WAN Transport









Chameleon & FABRIC

• Currently, Two NSF Testbeds Are Investigating Methods For Optimizing 

Cross Platform Research: Chameleon, A Large-Scale, Deeply 

Reconfigurable Experimental Platform for Computer Sciences Systems 

Research, and FABRIC, Which Enables Edge And Exploratory Research 

At-Scale in Networking, Cybersecurity, Distributed Computing And 

Storage Systems, Machine Learning, and Science Applications.

• These Projects Plan Demonstrations At SC23

• Demonstrations Will Use Jupyter Notebooks (Which Can Be Shared By 

Publishing via Trovi) to Integrate Chameleon and FABRIC Resources. 

• One Demonstration Will Implement An L2 Stitched Network Between 

Chameleon and FABRIC That Can Be Used With Slices Deployed With a 

Jupyter Notebook



SCinet “Data Tsunami”

Near 5 Tbps

~5 Tbps





StarLight: Founding Partner Of Supercomputing Asia DMC International Testbed
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AP-REX 2.0 – NA-REX

Addition of partners:

● AMPATH / FIU

● CANARIE

● IU International

● MOXY

● StarLight International 

/ National 

Communications 

Networks Exchange 

Facility





Quantum Communications And Networks:

Motivation

• Quantum Enables Many New Applications
– Security – e.g., Quantum Key Distribution (QKD), Highly Secure 

Information Transmission, Quantum Encryption

– Quantum Sensors

– Quantum – e.g., Precise Clocks

– New Applications Derived From Unique Properties (e.g., Superposition) 

And Novel Quantum Devices

– Communications Among Quantum Computers, e.g., To Address 

Complex Computational Science Problems Through Distributed 

Quantum Environments (iCAIR’s Quantum Research Focus)



Complexity Of Challenges Requires 

Consortia

• Northwestern University Established INQUIRE (Initiative at Northwestern 

for Quantum Information Research and Engineering), For Quantum 

Science Research

• This Initiative Participates in the Chicago Quantum Exchange and The 

Illinois Express Quantum Network, which includes the U.S. Department of 

Energy’s Argonne National Laboratory, Fermi National Accelerator 

Laboratory, Multiple Research Universities, and Several Corporations. 

• These National Laboratories, Northwestern University, Including the 

International Center for Advanced Internet Research (iCAIR), the StarLight

International/National Communications Exchange Facility Consortium, the 

Metropolitan Research and Education Network (MREN), the Illinois 

Quantum Information Science and Technology Center (IQUIST) at the 

University of Illinois at Urbana-Champaign, And Other Research Partners, 

Including Internationally, Are Collaborating On This initiative.



Quantum Networking Testbed 

Building Blocks

• Advanced Networking And Exchange Facilities

• Architecture (Defining QNode Capabilities, QNet Topology 

Discovery, Path And Wavelength Assignment, Clock Distribution, 

Entanglement Distribution Protocols)

• Heterogeneous Components

• High Quality Dedicated Fiber

• Management And Control Planes Based On Classical Networking 

(Software Defined Networking Techniques)

• Interfaces, Protocols, Algorithms

• Low dB Loss Optical Switches

• Quantum Memories As Proxies For Quantum Computers

• MeasurementManagement Integrations



Emerging Chicago Quantum Exchange Testbed



Energing IEQnet Testbed Topology

Illinois Express Quantum Network





IQUIST Quantum Network Testbed: QUIUC-NET

(Hyper)Entangled Sources

Photon Detectors

Quantum Memories

Processing Nodes

Net Aps

Protocols 

Distributed Processing

Sensing Net Verification

Repeater Enhanced Quantum Links

Free Space Quantum Communications=>

UIUC

Source: Paul Kwiat, Director,

IQUIST



Source: 

Prem Kumar 

Northwestern University



Demo Lead Partner - NuCrypt (1) - Distribution of 
Quantum Entanglement Through Fiber With Co-

Propagating Classical Data

(1) Spin Off From Northwestern University’s 

Center for Photonic Communications and Computing, Which Was Also 

A Partner for the OFC 2023 Demonstrations (Prem Kumar, Director)





Distribution of Quantum Entanglement Through Fiber 
With Co-Propagating Classical Data

• A complete system for distributing and measuring quantum 

entangled signals over fiber was demonstrated. Distributed 

measurements were collected and controlled from a single 

location using an embedded optical data link. An optical switch 

was programmed to send different quantum entangled 

wavelengths to spatially separated users. The demonstration 

centered around the use of commercially available 

components that interface to multiple types of single photon 

detectors. The demonstrations of coordinated control of 

quantum photonic instruments at multiple sites highlights the 

capability for robust operation of commercially available 

quantum optical equipment over existing fiber optic 

infrastructure.​



Unique switch

.3 dB loss 



Co-Propagation

And 400 Gbps WAN

Demonstrations

OFCnet Booth

March 2023



National Policy Report 

On Quantum Networks



ESnet Quantum Internet Initiative

Report of the DOE Quantum Internet 

Blueprint Workshop: From Long-Distance

Entanglement To Building a Quantum Internet



Annual Global Research Platform Workshop – Co-Located With

IEEE International Conference On eScience  Oct 9-10, 2023 



www.startap.net/starlight
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