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Overview

HFetch is a data-centric
prefetching decision engine
that utilizes system-generated
events, while leveraging the
presence of multiple tiers of
storage, to perform timely
hierarchical data placement.
HFetch can boost operations
by up to 50%. Compared to
other prefetching solutions,
HFetch is 10-35% faster.

HFetch Highlights

Hierarchical

Data-centric

Uses System-Push

Highly Scalable

Low Application Overhead
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a Get HFetch on \\

Bltbucket

bitbucket.org/scs-io/hfetch
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Definition: Data Prefetching is used to reduce the access
latency by bringing data to the compute core before it is

HFetch Design

Initializes client

connections. Collects from
agents beginning and end
of prefetching epoch

(fopen to fclose).

Maps file segments to
layers of hierarchy based

on score.

Allows node-to-node

communications regarding
metadata calls and data
movement.
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Burst Buffers

Calculates file segment
statistics, such as access
frequency, time of last
access, and preceding
segment access.

Discovers and monitors all
available tiers of hierarchy

for events. Events are
either file accesses or tier
remaining capacity.
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Perform 1/0 calls to and
from source tiers and
destination tiers.
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