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Problem: I/O Bottleneck for Checkpointing

- Fault tolerance becomes a vital performance issue of HPC.
« Computing Power: Petaflop to Exaflop
- System scale: 1,000+ / 10,000+ nodes
+ Mean Time between Failures (MTBF) : hoursy€Ven minutes
-Checkpointing is widely used for fault tolerance,: but 1
- Suffers from I/O overhead. | [
- Generates I/0 bursts. | "‘4‘?1—;;'
-An alternative: Memory-based Checkpointing
- Fast network. -
« Affordable and sufficient memory. =
-Potential Issues with Memory-based Checkpointing
- Reliability: Memof;{js volatile..
= Memory Abuse: Cannot affect the host application..

1

Four Chechpointing Schemes

Modsn Mamory of
- checkpoint nody

i

[epE—

l

)

Il

Disk

Drisk-based Checkpointing

= 1l

.

Illinois Institute of Technology

System Overview

Implementation

Virtual memory file system + NFS Protocol:

1) Backup node mounts its virtual memory as a general file system;

2) NFS Forwarding: The virtual memory file system is exported as an NFS server
to the source node;

3) The source node mounts the remote memory from backup node as an NFS
client.

Flexible Switch between Disk-based and Memory-based Checkpointing

Failure-aware Node Matchi
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Backup Node Performance
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Scalability Performance
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Reliability Analysis
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Assumptions and Analysis:

*Failure Arrival
«Failure Repair

sUn-recoverability

*Mean Time between Un-recoverability v
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= Topology Selection: O*>O
*Ring Topology: L}f”
*Mirror Topology: <42 @O

Paired Failures on LANL Failure Trace
Physical Info-based Node Matching

*Nodes from one component (rack, power, etc) cannot be paired

Failure-aware Node Matching

« Match node based on the failure log.
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Conclusion and Future Work

- Review of the state of art of memory-based checkpointing.

Objective: Match nodes with different reliability patterns to each other
Begin:

1) Calculate the reliability of each node.

2) Sort nodes with their the reliability

3) Match the first and last node in the sorted array until all the nodes are paired

- Reliability Analysis of memory-based checkpointing
- Failure-aware Node matching

-Design and Implementation

End

-Flexible combination between disk- and memory-based ckpt.
-Comprehensive Evaluation.

-Future work
- Implementation on other checkpointing system.
- Implementation on coordinated Checkpointing.
- Dynamic node matching with predicted memory usage, job, etc.
» RES: Reliable, Efficient, Scalable Checkpointing Environment.
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93 -Platform:

MTBU with MTTR and System Size (MTBF=7884 Hours)

- Sun cluster with 20 Sunfire V210R compute nodes.

- Each node is equipped with two 1GHz CPUsand 2GB Memory.

- All the compute nodes are connected with a Gigabits Ethernet.

- The storage is a disk array with six SCSI hard disks.
-Software:

- Operation System: SunOS 5.9.

- Checkpointing System: Libckpt

- Application: Matrix Multiplication and CPU2006.
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