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Abstract

Interconnection network is a decisive component of parallel and distributed computer sys-

tems. With the merits of simplicity and e�ciency, 2-dimensional (2-D) mesh has been a pop-

ular choice of large MIMD interconnection networks. Mesh, however, has its known

weaknesses in scalability and connectivity. Packed Exponential Connections (PEC) is a newly

proposed network which is designed to improve the scalability and connectivity of 2-D mesh

while maintaining its merits. In this study, the performance of PEC over mesh network is care-

fully examined through computer simulation. Characteristics of PEC networks are revealed. A

novel routing scheme is proposed and used in PROTEUS environment to simulate the per-

formance of 2-D PEC network. Simulation and analytical results show that for many applica-

tions where non-local communications are required, PEC network provides superior

performance to that of mesh. Based on simulation results, structural modi®cation is also sug-

gested to further enhance the performance of PEC network. Ó 1999 Published by Elsevier

Science B.V. All rights reserved.
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1. Introduction

Performance study is an important aspect of parallel system research. It can be
used to select the best architecture platform for a class of applications, to choose
the best algorithm for solving a particular application on a given hardware platform,
predict the performance of large application instances, to identify application and ar-
chitecture bottlenecks suggesting application restructuring and architectural en-
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hancements, and to gain insight on the interaction between an application and an
architecture predicting the performance of other application-architecture pairs.

There are three commonly used techniques in performance evaluation. They are
experimentation, theoretical and analytical modeling and software simulation. Parallel
and distributed computer systems are quite complex. Accurate modeling of a parallel
system is very di�cult to accomplish. On the other hand, building a real machine for
performance experimentation is expensive at best and unrealistic for most situations.
For parallel computing, simulation has played an important role at all levels of the
design and analysis of multiprocessor systems, ranging from architectures to runtime
systems and from algorithms to applications.

Packed Exponential Connections (PEC) is a newly proposed network which has
gained intensive attention recently [8,9,11]. PROTEUS [2,3] is a simulation system
which can provide fast and accurate simulation for parallel algorithms. In this re-
search, the performance of PEC network is studied via simulation on
PROTEUS system. The characteristic of PEC network is examined. A practical
routing scheme, Rÿ Route, is proposed, analyzed, and simulated solving two appli-
cations on PEC and mesh network. PROTEUS software system is appropriately
enhanced to carry the simulation of the PEC network. Simulation results of PEC
and mesh network are then compared and analyzed. Simulation results con®rm an-
alytical results: PEC network is a promising network; it provides a superior perfor-
mance to mesh for applications requiring global communications, especially when
system ensemble size and problem size are large. Based on simulated performance,
modi®cation of PEC network is also proposed to further enhance the performance.

This paper is organized as follows. The structure and functionality of
PROTEUS is introduced in Section 2. A detailed description of PEC network is
presented in Section 3. Properties of 1-D and 2-D PEC network are analyzed and
the similarity and di�erence between PEC and mesh are also described. In Section 4
a 1-D PEC routing scheme, R-Route, is introduced and analyzed. Based on it, a 2-D
PEC routing algorithm is proposed and implemented in PROTEUS environment.
In Section 5 two binary-exchange scheme algorithms, namely all-to-all broadcast
and Fast Fourier Transform (FFT), which are used in the simulation study, are in-
troduced. Section 6 presents the simulation results of PEC and mesh network. Com-
parison and analysis of the performance are also provided. Finally, Section 7 gives
the conclusion and summary.

2. The PROT EUS simulator

PROTEUS is a parallel system simulator developed at MIT [2,3]. In
PROTEUS environment, each simulated parallel processing node consists of a
processor, a network interface, a cache, and a memory. The processor is a sequential
processor extended with instructions for network access and cache coherence. The
network interface connects the processor with the interconnection network. The
cache, which is optional, can be used to handle cache coherence and to provide re-
mote memory access. The memory at each node is divided into two modes, a shared
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mode and a private mode. The shared mode maps to the global address space, which
can be accessed from other processor nodes via interconnection network. The private
section is not accessible from the interconnection network. If the memory of each
processor is all in shared mode and memory access time is uniform, the structure
is a COMA Model [4]. If we consider the e�ect of interconnection network, it is a
NUMA model. If all the memories of processors are in private mode and no global
address space is used, then it is the message-passing model.

To simplify the replacement and adjustment to di�erent applications,
PROTEUS is designed with a modular structure. It includes operating system
modules, shared memory modules, cache modules, data collection modules, and net-
work modules. The operating system module provides simulated kernel interface on
parallel environment, such as thread scheduling and management, memory manage-
ment, and interrupt and trap handling. It also provides InterProcessor Interrupts
(IPI) and handlers, which serves as message handler facility in message-passing ar-
chitecture. Shared-memory module provides access to local shared memory, handles
memory management, and provides atomic synchronization operations such as test-
and-set. Data collection module is responsible for information collection and dis-
play. Network module simulates the movement of data within the interconnection
network.

In general, a parallel-system simulator may face potential drawbacks on two
fronts ± speed and accuracy. To achieve accuracy, PROTEUS applies execution-
driven mode, which ensures network contention ordering of program events and per-
mits accurate simulation of contention and process interaction. To achieve high
speed, PROTEUS avoids interpreting user application code whenever possible,
thus removing the overhead of interpretation for most instructions. It is designed
to make the entire system run in a single address space. PROTEUS also provides
users high ¯exibility in choosing or customizing the level of accuracy and gives users
the control of tradeo� between accuracy and speed. These and other features make it
faster and more accurate than most existing simulators.

In addition to performance, a primary asset of PROTEUS is its support for
monitoring and debugging. PROTEUS provides an internal debugging mode
called ``snapshot'', which allows users to examine the status of threads, processors,
locks and memory. PROTEUS also provides repeatability, so that the user can re-
run the simulations to ®nd out bugs. PROTEUS provides an integrated subsystem
for system con®guration, data collection and result display. Its graphic capabilities
make it simple in system con®guration and in performance evaluation of algorithms
and architectures. Like other simulators, however, limitations exist. Though
PROTEUS is a high-level fast simulator compared to its counterparts, it still takes
long time to simulate comparatively complex algorithms. One reason for the long
running time is that PROTEUS is a sequential program. Its parallel version is
not available. The other limitation of PROTEUS is that it does not provide op-
tions for recording simulation results. The simulator automatically records much in-
formation about the execution. When massively parallel processing (number of
processors > 500) is simulated, information recording will become very resource
consuming.
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3. Packed exponential connections network

Many factors contribute to the design of an interconnection network. In addition
to speed and connectivity, simplicity and scalability are two other important con-
cerns in the network design [10]. Some networks such as complete connection net-
work may provide high analytical performance. But, di�culties in VLSI
fabrication and hardware scalability render them impractical when building actual
parallel computers. A simple and e�ective interconnection network is the mesh.
Mesh, however, lacks support for long distance connections which makes it very in-
e�cient when system ensemble size is large and non-local communication is needed.

PEC network is a new interconnection network that solves the problems of scale
and connectivity by augmenting a two dimensional mesh with additional long con-
nections [5]. It has very promising characteristics for supporting large scale MIMD
parallel processing.

3.1. 1-Dimension PEC network

Lin and Prasanna [8] have studied the properties of 1-D PEC network. The fol-
lowing de®nitions are based on those in Refs. [5,8]. When the number of nodes is
N � 2n indexed from 0; 1; . . . ;N ÿ 1, we have the following de®nitions.

De®nition 1. A node with index i � q2h � 2hÿ 1 has PEC value h, where h is a
positive integer, and q is a non-negative integer. We say PEC�i� � h.

Note that the PEC value of a node i is the least signi®cant position of i where ``1''
appears. The rightmost bit position is counted as position 1.

Fig. 1 shows a 1-D PEC network of size 16. Note that the subgraph obtained by
deleting node 0 has a hierarchical structure. This is also denoted as SPEC network.

De®nition 2. A PEC network is a graph G � hV ;Ei, where V � f0; 1; . . . ; 2nÿ1g and E
is a set of links, E � f�i; j�j�i � j� 1� or (i � j� 2h, and PEC�i� � PEC�j� � h�,
where i and j 2 V .

In general, a node i with PEC(i)� h has at most four links which connect it to
nodes i� 1; iÿ 1; i� 2h, and iÿ 2h. Fig. 2 shows an alternative representation of
1-dimension PEC network of size 32.

3.2. 2-D PEC network

In a rectangular mesh network, each node has four nearest neighbor connections
(E,W,S,N). PEC adds four additional connections that are part of a second 2-D
mesh of a di�erent scale. The nearest neighbor mesh will be called PEC(0). A mesh
that connects every second node is a 2-D mesh of PEC(1). In general, a 2-D mesh of
PEC(k) will connect the processors 2k neighbors away. 2-D PEC has several proper-
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ties which make it an attractive alternative to other networks. Fig. 3 shows a 16� 16
2-D PEC network [5]. De®nitions 3 and 4 give two primary concepts of 2-D PEC.
Proposition 1 presents the single most important property of 2-D PEC connectivity
[9,11].

Fig. 1. A 16-node 1-D PEC network.

Fig. 2. An alternative representation of a 32-node PEC network.
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De®nition 3. A processor farm groups the nodes in one area of the processor array,
and uses these processors together to implement a function, or a set of functions
within the context of a larger application.

De®nition 4. A tile to be a rectangular farm extending 2j processors in one direction
and 2k in the other. A tile is properly aligned if and only if it's upper left processor is
o�set from PEC origin by n2j in the ®rst direction and m2k in the other (n and m are
positive integers).

Fig. 4 shows the aligned tile. With the de®nition of farm and tile.

Proposition 1. In a 2-D PEC network, every 2j by 2k properly aligned tile has exactly
one connection of length 2j�k and exactly one that is longer.

4. Simulation design

The heart of parallel-system simulation design is the design of routing schemes.
The introduction of a 1-D routing scheme, extension of the new routing to 2-D
PEC, and incorporation of the new scheme into PROTEUS simulation environ-
ment are presented in the following four sections, respectively.

Fig. 3. An example of 16� 16 2-D PEC.
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4.1. A routing scheme on 1-D PEC

Lin and Prasanna [8] have proposed the G-Route which can set up a path from
node 1 to node i in the PEC graph with 2n ÿ 1 nodes, where 16 i6 2n ÿ 1. G-
Route reaches the theoretical lower bound of routing on 1-D PEC network. How-
ever, it has its drawbacks. First, instead of providing a general routing scheme from
node i to node j, G-Route only gives out the route scheme from node 1 to node j.
Secondly, G-Route requires the user to present the optimal characteristic set, Hn,
which is not easy to acquire. When the PEC network is not a perfect PEC network,
that is when the network size is not 2n but m2n (for example, 24, 48, etc.), determining
an optimal characteristic set is extremely di�cult, and therefore the applicability of
G-Route is very limited in practice 2.

On 1-dimension PEC, a routing path from node i to node j can be determined re-
cursively when we know at each stage the longest link it takes. R-Route routing
scheme proposed in this study is based on this property. Assuming i and j are the
source and destination node on 1-dimension PEC, respectively, and assuming the
longest link between i and j is the link that goes through nodes with PEC level equals
k, where k P 0, then R-Route can be generated using the following steps:
1. Put all the links through level t � k nodes between node i, j into PATH, and mark

remaining links between node i, j unresolved.
2. Search for links through level t � t ÿ 1 nodes from the unresolved links that do

not overlap with any link in PATH. If there is any, put them into PATH.
3. Repeat Step 2 until both the nodes i and j are reached by PATH.
4. PATH is the R-Route routing path.

2 Although we can combine routing i to 1 and 1 to j together to make an i to j routing scheme, it will

make node 1 the bottleneck in communication.

Fig. 4. Properly aligned tiles of 2-D PEC.
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An example of R-Route path is given in Fig. 5. There are two major di�erences
between G-Route and R-Route: ®rstly, there is a trace-back operation in G-Route
but not in R-Route; secondly, a characteristic set is needed in G-Route but not in
R-Route.

Considering the routing from node 1 to node N ÿ 1 on a perfect 1-dimension PEC
which has size 2n, we can ®nd that the longest link in the routing path divides the
PEC into two symmetric sub-networks, where each has size 2nÿ2. Obtaining one
longest link on each of the subnetwork recursively, we get the links with distance
2nÿ4; 2nÿ6; . . ., 20 (see Fig. 6). Using the two 0-layer links in PEC to connect the links
between di�erent levels, we can generate the following recursive characteristics:

hop�Hi� �
2�hop�Hiÿ2� � 1� � 1 if i > 4;
3 if i � 3;
1 if i � 2:

8<:
Using a general method to simplify the recursive function [1], we can obtain the

complexity of R-Route routing scheme.

Theorem 1. Using R-Route routing scheme, the up-bound steps of 1-dimension PEC is
O� ����N
p �, where N is the number of nodes on the 1-dimension PEC network.

Proof. We consider the longest path in 1-D PEC, from node 1 to node N ÿ 1. From
the above analysis we can get the following recursive function:

ni � 2�niÿ2 � 1� � 1;

we have:

Fig. 5. An R-Route path for �i; j� pair of nodes.
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ni � 2�niÿ2 � 1� � 1
� 4�niÿ4� � 2 � 3� 1
� 8�niÿ6� � 4 � 3� 2 � 3� 1

..

.

� 2i=2ÿ1 � 3 � 2i=2ÿ1

� 2 � 2i=2:

We have reached the conclusion. �

Fig. 7 gives the implementation of R-Route. It consists of three steps.
1. Record the PEC value of all nodes between ``from'' and ``to''.
2. Sort the PEC values and ®nd the highest PEC value among the PEC values where

more than one node hold (®nd the furtherest jump).
3. Put the nodes into PATH, and apply the algorithm recursively to the un-solved

part of the path.
Fig. 7 also lists the maximum steps to ®nish the R-Route from node 1 to node

N ÿ 1.
The most salient feature of R-Route is it does not require the knowledge of a char-

acteristic set [8]. The other advantage is it can be applied to an imperfect PEC net-
work.

4.2. 2-D PEC routine scheme

PEC network is a relatively new network. Optimal routing schemes on PEC net-
works are not available, especially for 2-dimension or higher PEC networks. By the-
oretical analysis, an optimal route between farms in a PEC network could give
routing distances similar to those found in a binary tree [9]. Using high level connec-
tions for optimal routing schemes is still a subject of current research [5]. There is no

Fig. 6. R-Route scheme analysis.
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near optimal routing scheme available on 2-D PEC. Fig. 8 gives an intuitive sense of
the complexity to utilize high level PEC connections on 2-D PEC. The 2-D PEC
routing algorithm has the following three step structure:
1. Check the distance on both X and Y.
2. Choose the dimension with a longer distance ®rst for 1-D route.
3. Move forward, repeat Steps (1) and (2) until distance is 0 (reach destiny).

In our simulation, we assume that the X±Y routing will be accomplished with each
farm. That means a data value on a given processing node will be sent to a target

Fig. 7. R-Route algorithm.
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node by the following horizontal and vertical paths (or vice versa) which utilize ei-
ther nearest neighbor or 1-D routing contributions.

Fig. 9 gives the 2-D routing program. To avoid generating high contention in a
particular direction, the program chooses the direction with the longest distance as
the ®rst routing direction. Based on Theorem 1, we can ®nd that the complexity
of the extended R-Route on 2-D PEC is O�N 1=4�, where N is the number of nodes
in the network. Note that the complexity result matches the analytical results of
Wong et al. (see Section 3 and [11]).

4.3. Embedding the routing scheme into PROTEUS

The network modules in PROTEUS [2] provide the functionality to simulate
data movement in an interconnection network. Instructions that a�ect remote nodes
are implemented using simulator request. The network module uses three types of re-
quests. The ®rst is send request, which signi®es that the processor is ready to send a
packet to the network interface. The second type of request is route request, which
determines the next node for a packet, computes the arrival time of the packet,
and calculate the contention involved on each message. The third type is receive re-

Fig. 8. Layer-4 connection on 16� 16 PEC.
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quest, which occurs when the packet reaches the target node. The receive request ei-
ther interrupts the processor or noti®es the cache depending on the packet. In
PROTEUS, only the network module generates route and receive requests; all oth-
er modules generate only send requests.

The route request decides the next node to which the packet should be forwarded.
For example in a k-ary n-cube the route request determines, based on the target
node, which output link to use, the incoming link, etc. New release of
PROTEUS provides a router function from which users have an interface to de®ne
the special interconnection. The function resides in the program net.exact.c.
The format of the function is:

default router �int from; int to; int prev; int; curr; int � line�
from is the number of source node, to is the target node, prev is the last position, curr
is the current position, and �line is the list of dimensions passed. The return value of
this function is the next node position corresponding to curr.

default router �� is called each time when there is a single data movement from
one node to a neighbor node. To facilitate the simulation speed, the PEC routing
scheme could be generated beforehand and stored in a 2-D ®le ± -routetab. The con-
tents of routetab is generated by a separate program using R-Route method. So it
avoids the tedious procedure to do recursive searching at each step of the PEC rout-
ing. As a contrast, we also implement mesh routing scheme in the default router ��.

Fig. 9. 2-D PEC routing algorithms.
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Because mesh routing is direct and easy to execute, its routing function is put inside
default router �� [2,6].

The number of messages passed and the total contention involved on each node
are the two parameters used in our performance evaluation. PROTEUS does not
provide a means of cataloging the number of messages passed on each node. For
contention delay, though PROTEUS provides a graphic display, it is very brief
and inaccurate. To record the statistic, a variable and a macro are set up in ®le
net:exact:c. Global variable HOPS is used to record the number of messages passed
on each node. Macro NET CONTENTION�p; t; b� is used to register all the conten-
tion produced on each node.

5. Application and analytical results

Two binary-exchange scheme algorithms, namely all-to-all Broadcast and FFT,
have been implemented to test the performance of PEC network. A generic bina-
ry-exchange computation can be de®ned as the one that repeatedly uses data values
that are a power of two apart. Given an initial set of n data values, a0; a1; . . . ; anÿ1, we
consider patterns of processing that involve pairs of the form a0i � ai 
 ai�2 and
a0i�2k � ai 
 ai�2k for i � j . . . j� 2k ÿ 1; j � 0 . . . ; 2k�1; 2 � 2k�1; 3 � 2k�1; . . . ; where

Fig. 10. Binary-exchange scheme.
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the operator x
 y denotes any arithmetic, comparator, or set operation. The range
of k can be either from 0 up to � log2 n� ÿ 1, or vice versa [11].

The main feature of binary-exchange scheme is the communication pattern re-
quired for completion. As we have mentioned above, if ai and ai�1 are close to each
other, then ai and ai�2k will be considered far from each other (see Fig. 10). If the
computer system has a shared single memory, then the time required to access either
their nearest neighbor or remote nodes is the same. However, this is not true for dis-
tributed memory machines. On distributed systems, latency of local and remote data
access is di�erent, and the performance of a binary-exchange algorithm varies with
network support. In addition, binary-exchange is a widely used computation pattern
of scienti®c and non-scienti®c applications. They are good candidates for testing the
performance of PEC networks.

5.1. All-to-all broadcast

In one-to-all broadcast, a single value that resides on one of the PEC nodes is to
be copied to all other nodes. In all-to-all broadcast (also called total-data-exchange),
a single value resides on each of the PEC nodes is to be copied to all other nodes.
One way to accomplish all-to-all broadcast is to conduct one-to-all broadcast on
each node concurrently and send the value using n� 1 phases as discussed in Sec-
tion 3. The all-to-all broadcast algorithm, which is implemented on each node, is list-
ed in Fig. 11. Since each node will hold all the N data at the end, at least N memory
locations have to be allocated on each node before data transfer, where N is the total
number of nodes in the PEC network.

5.2. Fast fourier transforms

FFT plays an important role in many scienti®c applications, including time series
and wave analysis, solutions to linear partial di�erential equations and image ®ltering.
The computation pattern of sequential FFT algorithm is a reversed binary-exchange
(called butter¯y) scheme. Three di�erent data layout exist for parallelizing sequential
FFT algorithms: cyclic layout, block layout, and hybrid layout. Cyclic layout assigns
the (i� j� N )th row of the butter¯y to the ith processor where N is the number of
nodes in the network and j is a non-negative integer. Block layout places the ®rst
m=N rows of the butter¯y on the ®rst node, next m=N rows to the second node, and
so on, where m is the problem size. Hybrid layout starts with cyclic layout and switches
to block layout in the middle of the computation [7]. Both cyclic layout and block lay-
out need one local computing, at the end and at the beginning, respectively, and com-
pute at each stage of the butter¯y. The hybrid layout consists of two local computings
and one global data transpose. Due to the transpose communication, hybrid data lay-
out based algorithms are also called transpose algorithms [7]. Transpose algorithms
provide a better performance than that of the other two approaches when the problem
size is large. Our implementation is based on the hybrid approach, and the data trans-
pose is accomplished by using all-to-all personalized broadcast. All-to-all personal-
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ized broadcast has the same communication pattern as the all-to-all broadcast, the bi-
nary-exchange pattern, while with an increased data size in communication.

Fig. 12 gives the steps of 2-dimensional transpose on 16 node FFT on four pro-
cessors. Transpose algorithm has the property that, if the

���
n
p � ���

n
p

array of data is
transposed after computing the

���
n
p

column FFTs, then the remaining part of the
problem is to compute the

���
n
p

-point column-wise FFTs of the transpose data. The
transpose algorithm applies this property to compute the FFT in parallel by using
a column-wise striped partitioning to distribute the

���
n
p � ���

n
p

array of data among
the processors [7].

Notice that in Fig. 12, in the ®rst and third phases of the algorithm, each proces-
sor computes

���
n
p

=N FFTs of size
���
n
p

each, where N is the number of processors. The
second phase transposes the

���
n
p � ���

n
p

data block, which is striped column-wise
among N processors.

Fig. 11. All-to-all broadcasting algorithm.
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6. Simulation results and analysis

Simulations have been conducted on PROTEUS [2] environment to simulate
performance of 2-D PEC and mesh network with 64 nodes and 256 nodes. Since data
transfer is the main concern of performance evaluation, two di�erent statistic graphs
are presented below for network contention and sum of data¯ow hops which oc-
curred on each processing node, respectively.

For all the graphs, we assume m to be the total number of data being accessed, Y-
axle shows the respective parameter it measured while X-axle shows the number of
processors. The system parameters used in PROTEUS are:

Fig. 12. Transpose steps.

Network based Direct network
Bidirectional No caches
k-ary radix 8(16)
Dimension 2
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6.1. Simulation result

Two sets of graphs are presented to demonstrate the data¯ow hops and conten-
tion on each processor respectively. Data¯ow hops on each node are the total num-
ber of messages which have been sent out by the node, including both messages
generated and messages passed. This parameter gives a general idea of the ``intensi-
ty'' of usage for each node. Contention on each node is the sum of time taken by all
messages waiting to be sent out on the node. This parameter gives a general idea of
the contention involved in each node. Two di�erent data sizes and two di�erent en-
semble sizes are used for testing. The simulated results on PEC and on mesh are pre-
sented side-by-side for easy comparison.

6.2. Performance analysis

Figs. 13±24 exhibit the node-by-node, detailed performance of PEC and mesh
network. They provide a means to pine out the performance bottlenecks. For com-
parison of overall performance, three additional pairs of graphs are given in this sec-
tion to depict the sum of data¯ow hops and sum of contentions occurred during the

Number of Pro 64(256)
Switch delay 6
Wired delay 8
Bits in memory size 19
Memory modules 64(256)
Memory access time 7
Exact simulation Yes
Sync. send/receive No

Fig. 13. 2-D PEC network data¯ow hops of each processor all-to-all broadcast, 64 nodes, m � 210.
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simulation. In the ®gures from 19 to 21, solid line ``±±±'' represent PEC results, while
dashed line ``- - -'' represents mesh results. X-axle shows m where 2m is the total num-
ber of data accessed. Y-axle shows the respective metric value.

6.2.1. All-to-all broadcast
As discussed in Section 5, all-to-all broadcast transfers local data of each node to

all nodes on the network. From Fig. 13 to Fig. 16 and from Fig. 17 to Fig. 20, we
observe the following:

Fig. 15. 2-D PEC network data¯ow hops of each processor all-to-all broadcast, 256 nodes, m � 214.

Fig. 14. 2-D mesh data¯ow hops of each processor all-to-all broadcast, 64 nodes, m � 210.
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· On the data¯ow ®gures, the shape of PEC is much steeper than that of mesh. The
reason for this is that on a PEC network, because R-Route utilizes the longest path
on each X and Y direction as much as possible, the chance that a message route
through a higher level link on each X- and Y-dimension is higher than through
a lower level link. On mesh, however, all nodes have the same four nearest neigh-
bor connection and no long jump route exists.

· The sum of data¯ow hops on all nodes of PEC and mesh network are plotted in
Figs. 25 and 27. Fig. 26 shows the total data¯ow hops on 64 processors. Fig. 27

Fig. 17. 2-D PEC network contention on each processor (64 nodes, m � 210) all-to-all broadcast, 64 nodes,

m � 210.

Fig. 16. 2-D mesh data¯ow hops of each processor all-to-all broadcast, 256 nodes, m � 214.
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shows the total data¯ow hops on 256 processors. From Figs. 25 and 27 we can see
that for all-to-all broadcast PEC network encountered less data¯ow than that of
mesh. What is more, the relative performance di�erence of the two networks in-
creases with ensemble size and problem size. It shows that the PEC network is
more scalable than the mesh network in the measure of data¯ow hops.

· From Fig. 26, we can see that when the number of nodes is 64, the contention on
PEC is higher than the contention on mesh. The reason for this is that in PEC

Fig. 18. 2-D mesh contention on each processor (64 nodes, m � 210) all-to-all broadcast, 64 nodes,

m � 210.

Fig. 19. 2-D PEC network contention on each processor (256 nodes, m � 214) all-to-all broadcast, 256

nodes, m � 214.
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structure, all messages try to route through the highest level PEC nodes available
on each X- and Y-dimension. This longest possible routing scheme generates high
contention on some high level nodes of PEC. When the number of processor is
256, we ®nd that the contention on PEC becomes lower than that of mesh. The
reason for this is that, with large ensemble size, message must route through more
nodes before reaching the target node on mesh; while on PEC network more high
level paths become available and contention on high level links is scaled down (see

Fig. 20. 2-D mesh contention on each processor (256 nodes, m � 214) all-to-all broadcast, 256 nodes,

m � 214.

Fig. 21. 2-D PEC network data¯ow hops of each processor FFT, 64 nodes, m � 218.
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Fig. 28). The long links of PEC make it more e�cient for large ensemble con-
structs. Contention on PEC over mesh is expected to be even better when the en-
semble size scales up from 256. PEC is more scalable than mesh in the measure of
contention as well.

6.2.2. Fast fourier transform
FFT is implemented on PROTEUS using transpose method. Through analysis

of all performance ®gures, we have the following observations:

Fig. 22. 2-D mesh data¯ow hops of each processor FFT, 64 nodes, m � 218.

Fig. 23. 2-D PEC network data¯ow hops of each processor FFT, 256 nodes, m � 218.
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1. The data¯ow under PEC is dramatically lower than that under mesh (See
Fig. 29).

2. The contention under PEC is also dramatically lower than that under mesh (See
Fig. 30).

3. In PEC, the di�erence among data¯ow hops of each processor is much smaller
than that of mesh. Which means that the load balance (in terms of ``intensive us-
age'' of each node for communication) is better achieved on PEC than that of on

Fig. 25. Comparison of hops. Comparison of all-to-all broadcast with 64 processors.

Fig. 24. 2-D mesh data¯ow hops of each processor FFT, 256 nodes, m � 218.
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mesh. Load balance is a very important character of interconnection network.
The good load balance shows that PEC is a suitable interconnection network
for FFT and many other applications.
Although communication data¯ow and contention of FFT with 64 nodes are

not presented, the scalability discussion of the performance of all-to-all broadcast
is applicable to FFT performance as well. PEC is a more scalable network than
mesh.

Fig. 26. Comparison of contention. Comparison of all-to-all broadcast with 64 processors.

Fig. 27. Comparison of hops. Comparison of all-to-all broadcast with 256 processors.
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6.2.3. Architecture enhancement
Combining the performance analysis of the two applications, we conclude the fol-

lowing ®ndings:
· PEC network is superior than mesh, in the measure of contention and in the mea-

sure of number of messages passed per node.
· For binary-exchange scheme, the contention generated on each node of PEC is

more uniform than that of on mesh, which means load balance, in terms of com-
munication utilization, is better accomplished on PEC.

Fig. 28. Comparison of contention. Comparison of all-to-all broadcast with 256 processors.

Fig. 29. Comparison of hops. Comparison of FFT with 256 processors.
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· PEC is more scalable than mesh, both in the measure of contention and in the
measure of data¯ow per node.

· On PEC network, contention is concentrated on some high-level links along X and
Y directions. Further network enhancement is possible by increasing bandwidth of
these highly utilized links.
The reason of high contention on some high level links can be traced back to the

routing scheme used on PEC network. To reduce tra�c, 1-dimension R-Route is
designed to use long connection (high level) links whenever possible. Therefore,
the success of R-Route means a high utilization of long jump links when global
communication is encountered. A natural approach to bail out the contention in
1-dimension PEC network is: increasing communication bandwidth with connec-
tion links' level in the network. Following the de®nition of fat tree, we call the
PEC network with the scaled bandwidth on high level links the fat PEC network.
On 2-D PEC network, since the routing is based on applying 1-D R-Route on X
and Y direction separately, only links along X and Y direction contribute to the
route. No horizontal or no vertical links do not participate in the routing and
can be eliminated without in¯uencing the performance. This observation suggests
that links in connection level i, where 2i is great or equal to the maximum number
of nodes along X-dimension and Y-dimension of a 2-D PEC can be removed, since
they do not contribute to the routing (see Fig. 8). 2-D PEC network with removed
top level links is called the truncated PEC network. The removal of the top level
connections reduces the complexity of VLSI fabrication for 2-D PEC and makes
the additional links (bandwidth) for the intermediate level connections, which con-
tribute the longest connections along each X and Y direction, possible. Combining
the fat PEC concept along each X and Y direction and the truncated PEC concept
on the 2-D PEC network, we get the truncated fat PEC network. Simulation results
presented in this section show that a truncated fat PEC network should improve the

Fig. 30. Comparison of contention. Comparison of FFT with 256 processors.
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performance of ordinary PEC network and should provide an even better perfor-
mance over the mesh topology. More simulation needs to be conducted in the fu-
ture to simulate the performance of fat PEC network and truncated fat PEC
networks.

7. Conclusion

PEC [5] is a relative new interconnection network for augmenting a nearest-neigh-
bor mesh with longer distance connections. Each node of a 2-D PEC network re-
quires a constant of eight connections, where the extra four lines connect nodes
2h, called level h connection, distance away along the (N,W,S,E) direction of an or-
dinary 2-D mesh. A simulation study of 2-D PEC network is conducted in this re-
search. Like most parallel-system simulation, this study includes multiple phases:
understanding the characteristics of the network topology, developing or mastering
and modifying an existing simulator, identifying algorithms and applications for
benchmarking, and conducting the simulation and analysis of the simulation results.
Unlike most simulation studies, since there is no routing scheme available for PEC
network, a considerable e�ort was made in this study to develop a practical routing
scheme, R-Route. Applications with two di�erent global communication patterns,
namely total-data-exchange and global data transpose communication pattern, are
used for performance evaluation. Their performances on 2-D PEC are simulated
on PROTEUS software environment, a widely used parallel system simulator de-
veloped at MIT. Simulation results show PEC network provides better support for
communication than 2-D mesh in terms of contention and messages passed per node.
In addition, PEC is more scalable and expected to deliver an even better performance
over mesh when the system ensemble size and problem size increase. Truncated Fat
PEC network is suggested based on our simulation ®ndings to further improve the
performance of PEC network.

The simulation results conducted in this study are subjected to the newly pro-
posed routing scheme, R-Route. In contrast to a 2-D mesh, where an e�cient routing
scheme is readily available, routing on a 2-D PEC network is not an easy task.
R-Route is a one dimensional routing scheme. It is not an optimal routing scheme
on a 2-D PEC and, in fact, it is not an optimal routing scheme on a 1-D PEC.
The development of optimal routing schemes and the searching of the lower bound
of routing on a 2-D PEC are still the subject of research. With an optimal or im-
proved routing scheme, the performance of PEC network would be further im-
proved.
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