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Abstract

Parallel applications are usually able to achieve high computational performance but suffer from large latency in I/O accesses. I/O prefetching is an effective solution to masking the latency; however, most of existing I/O prefetching techniques are conservative and the effectiveness is limited by low accuracy and coverage. As the processor performance has been increasing rapidly, multi-core/many-core architecture processor has been the trend for future high-performance computers, and the computing power is virtually free, we recently proposed a novel pre-execution approach for hiding I/O latency. In this study, we analyze the pre-execution prefetching thread construction problem in detail and present the methodology, and automatic construction with programming slicing technique, as well as design considerations in various aspects.
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