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Abstract to each other in which case we say that theyhidelenfrom

each other and no successful transmission can take place di-

The growing interest in wireless systems and networksrectly between them. 4)Itis possible for a receiver to receive
has led to the first Wireless LAN (WLAN) protocols. The two partially or completely overlapping in time packets and
Medium Access Control (MAC) layer protocols of such pro- still be able to distinguish and successfully receive one of
tocol suites are of key importance. The Radio Equipmentthem, basically due to different signal power levels. This is
and Systems (RES) Technical Committee of the Europeafnown as the phenomenonadpture
Telecommunications Standards Institute has proposed the ,
High PErformance Radio LAN (HIPERLAN) protocol suite, S0 far two protocol suites have been proposed for
In this paper we present, study, analyze and evaluate theWLAN.:s. The first is the result of the work done b_y.IEEE
performance of the MAC layer of the HIPERLAN protocol committee 802.11 and has recently become an official stap—
suite for asynchronous data transfer. Analytical models that 9ard- Studies of the protocol for asynchronous data traffic
take into account the phenomena of hidden nodes and cap®@n Pe found in [4] and [3], while studies of time-bounded
ture are presented during the analysis. Numerical results d2t@ traffic can be found in [6]. The second protocol is
from both analysis and simulation are presented, so that the€UrTently under development by the European Telecommu-
issues involved are better understood. nications Standards Institute (ETSI) and is named High

PErformance Radio Local Area Network (HIPERLAN).
The HIPERLAN protocol functionality is presented in [7].
. Other sources of information and analysis of the HIPER-
1. Introduction LAN protocol can be found in [1], [2], [8], [9], [10], [12]
and [11]. No analytical models that take into account the
In recent years we are witnessing a trend of moving from phenomena of hidden nodes and capture are presented in
tethered systems to wireless systems. This is made possibléhese papers, although a first attempt to gather simulation
due to the ongoing evolution of wireless systems in the lastresults considering only the possibility of hidden nodes can
decade. be found in [8] and [12]. In [12] an attempt is also made to
Wireless LANs (WLANS) are part of this evolution. New provide an analytical model for HIPERLAN taking into ac-
protocols for the Physical and Data Link layers are neededcount only the phenomenon of hidden nodes. The result is
due to the characteristics of the wireless medium. It is de-an upper bound on performance that is based on the follow-
sired that the new protocol suites keep the wireless characing assumption: if a node is hidden from a group of nodes,
teristic as transparent as possible to the upper layers so thahen all other nodes that are not hidden from that node are
they do not need to go through major changes. also hidden from that same group of nodes, and the nodes in
The wireless medium differs in some very important both groups are not hidden from each other. This assump-
ways: 1)The bit error rate is much higher in the air than tion, of course, is a special case, far from the general case.
in a wired medium. 2)When a node transmits a packet it In this paper we provide analysis considering both the phe-
can not be certain if the receiver received successfully, thusnomena of hidden nodes and capture. We first analyze the
an acknowledgmentis required. 3)ltis possible that at someeffect of hidden nodes on the Elimination-Yield Non-pre-
point in time two (or more) nodes do not have direct accessemptive Priority Multiple Access (EY-NPMA) mechanism
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for channel access and then the effect of both the phenomyielding phase. In the elimination phase we have a maxi-
ena of hidden nodes and capture on the performance of thenum of mgg elimination slots. The probability of bursting
HIPERLAN Channel Access Control (CAC) Layer proto- in an elimination slot igr . The maximum burst allowed is
col. Analytical and simulation results are presented. mgs — 1 time slots.
In the yielding phase each active node listens for a ran-

2. Overview of the HIPERLAN CAC Layer dom number of time slots and then, if the channel is still

Protocol free, starts a packet transmission. In the yielding phase we
have a maximum ofnyg yielding slots. The probability of
yielding in a yielding slot iy . An active node can listen

The CAC layer is actually the “lower sublayer” of the for a maximum ofinys — 1 time slots.

MAC layer that basically deals with the mechanism of ac-
cessing the channel (EY-NPMA mechanism).
The EY-NPMA mechanism is an access mechanism with 3. Channel Access in the Presence of Hidden
three phases. The three phases of the EY-NPMA mecha- Nodes
nism constitute the contention phase of tgnchronized
Channel Access Cycle , , The following assumptions simplify the development of
In Figure 1 we see a renewal interval, its components, 4 analytical framework for our study:
and their components as well. Transmission is denoted by
black color, while its absence is denoted by white color, and
a different shade filling is used for the synchronization slot.
All three phases of the EY-NPMA mechanism are divided e Due to the high channel speed used in HIPERLAN
into time slots, which are shown as rectangular boxes. we can assume relatively limitetbde mobility This
means that if two nodes are hidden from each other in
the beginning of a renewal interval they will remain
hidden through out that renewal interval.

¢ The effect of packet errors due to bit errors is ignored.

Renewdl Interval

ics Synchronized Channel Access Cycle

During the prioritization phase, for an active node of
ic Contertion Phase: Transisson Phase lower priority to falsely determine that it may continue into
the next phase, it will have to be hidden from all active
nodes of higher priorities.

An active node might falsely determine that it has sur-
vived the elimination phase if it is hidden from all active
nodes that burst for more time slots. A simple example is
ﬂ . _:- illustrated in Figure 2, where we see nine active nodes. Lets

assume that nodds 2, 3, 4 and5 are not hidden from each
other and node§, 7, 8 and9 are also not hidden from each
other. And all nodes in one group are hidden from all nodes
Figure 1. The EY-NPMA mechanism. in the other, with one exception. Nodésand6 are not hid-
den from each other. If after the elimination phase is over

We will refer to a node that wishes to access the channelnodesl, 3 and4 have bursted for the same number of slots,
as an active node antl(n) andi(n) will denote the sets of  nodesl and3 will determine that they have survived, while
active and inactive nodes of priority. for node4 it depends on what nod&has done. If6 has

In the prioritization phase, an active node of prionity  bursted for more slots thay then4 will be eliminated -
must signal its intention to access the channel by transmit-thus noded and3 falsely determined survival- otherwise
ting a burst during theth time slot, provided that no active it will continue. If 6 bursted the same number of slots9as
nodes of higher priority have already signaled their inten- and more tham and8, then9 will survive but6 will only if
tion to access the channel. We are assuming a totalef it did not get eliminated byt. If 6 has bursted for the same
priority levels, from0 to mcp — 1. As soon as an active number of slots a4, then all noded, 3, 4, 6 and9 deter-
node has transmitted a burst, this phase is over and the nexnine correctly that they survived the elimination phase. In
phase starts. case thatt continues but no6 or vice-versa, we will have

In the elimination phase each active node bursts a sig-two mutually exclusive groups of contenders continuing in
nal for a random number of time slots and then listens to the next phase. But if bothand6 continue, then two non
the channel; if another active node is still bursting this ac- mutual exclusive groups continue, one consisting, 8fand
tive node is eliminated, otherwise it may continue into the 4 and the other o6 and9.

icg Priority  Elimination ~ Yielding Packet Transmission ink  ACK
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Figure 2. Groups of contending nodes

In the yielding phase, if the groups of remaining nodes
that are not hidden from each other, are mutually exclusive,
then for each such group the best performer(s) will transmit.
But if these groups are not mutually exclusive a node might

falsely determine channel access. To continue the previous

example, lets assume that batland6 survived the elimi-
nation phase. During the yielding phase since riotkees”
nodes3 and4 it will have to do better than them to access
the channel. Nod¢ will also be depended on nodewhich

in turn will depend on nodesand9. It is possible for both

1 and6 to access the channel without having the same per-

formance.
If during the elimination phase an active nodelimi-

nates a group of active nodes that are hidden from any other

surviving active node, and then during the yielding phase

does not win channel access, the nodes that lost during the

elimination phase to will see no transmission. In this case
they are allowed to transmit their packet under hiigden
elimination condition

We now calculate the probability of accessing the chan-
nel for an active nodéthat is not hidden frona — 1 other
active nodes of its own priority, with which it forms a group
of competitors (from its own point of view) as described in
the previous section.

Let C,, be the random variable that represents the num-
ber of active nodes of priority. (specifically including:)
that are competing for the channel, and Tebe the ran-

tion phase and(y be the random variable that represents
the number of yielding slots that a node will be listening in
during the yielding phase. Since the random variables are
geometrically distributed, we have :

. _f pE(l—pr) if x<mps—1
P{Xg = = .
{Xp =z} {pﬁ if t=mgs—1
_a_ A =py) if z<mys—1
P{Xy = = .
{ Y x} {p@ zf m:mYS—].

Let E be the random variable that represents the number
of nodes that survive the elimination phase ande the
random variable that represents the number of nodes that
survive the yielding phase.

In the absence of hidden nodes we have

P{T=t|C,=c}=
Y (C)P{E=jCu=c}(0)PY =t| E=j}

j=t

where

P{E=j|C,=c}=
mges—1
> P{Xp =k}YP{Xg <k}
k=1

and

PY =t|E=j}=
mys—2
> P{Xy =w} P{Xy > w}U™

w=0

After the elimination phase is over, it is possible that not
all nodes, which a nodgé*“sees” winning the elimination
phase, will continue into the next phase. This is due to the
fact that some of them could have been eliminated by other
-non hidden from them- nodes, that are hidden from ripde
as we have seen in the previous section. It is also possible
that during the yielding phase, even more nodes are elimi-
nated beforé wins channel access due to the fact that they
hear transmission from other nodes not hidden from them
but -again- hidden from. Lets refer to these nodes that
eliminate nodes thatdoes not see being eliminated during

dom variable that represents the total number of nodes thathe two phases as "helper” nodes to néde

the first node sees as winners (including it self). Kef be

the random variable that represents the number of elimina-

In order to calculate an exact probability of accessing
the channel for a nodeunder the effect of hidden nodes

tion slots that a node will be bursting in during the elimina- we would have to account for every possible hidden node
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pair in the WLAN. But since the calculation of the proba- determines survival, while the receiver node, if active,
bility of channel access under no hidden nodes is actually does not.
a calculation of the “maximum effort” required by a node
to determine that it won channel access, a lower bound can
be calculated using the equation for the case of no hidden
nodes. We need to examine how far from the actual value
this approximation can be.

When calculating the probability of channel access for
nodei, using the equation for no hidden nodes we are not e No node that is not hidden from the transmitter or that

¢ If nodes other than the transmitter node have survived
the contention phase, they have to be either hidden
from the receiver node or outside of the receivers cap-
ture area for the transmitter so that the transmitter’s
packet can be successfully received.

taking into account the effect that the "helper” nodes to is not outside of the transmitter’s capture area for the

node: have on this calculation. So it is obvious that how receiver, receives successfully a packet. This guaran-
close the above mentioned lower bound will be to the ac- tees that if the transmitter has successfully transmitted
tual value depends on the number of these "helper” nodes.  a packet he will also successfully receive its acknowl-

It is very important to state that if a "helper” nodedoes edgment.

not win channel access it has no effect on the calculation .

of the probability of channel access forThis of course is From the conditions stated above, for a "helper” (to node

due to the hidden elimination condition. In the next section, ?) N0dek, to “assist” node in eliminating nodes that are
we will argue that the number of "helper” nodesare ex- competing withi for channel access, it should also be hid-
tremely minimized under the total conditions necessary for den from nodej or out of j's capture area for nodg it

a successful transmission over the channel, thus this approxshould also transmit to a node that is hidden froor out

imation is a very good one for calculating the final through- Of i'S capture area fof, or to a node that does not success-
puL. fully receive a packet. Having this fact in mind and the fact

that values of, are usually less thal 10, we are expect-

L . ing that usingP{T =t | C,, = ¢} as calculated for the no
4. Packet Transmission in the Presence of Hid- hidden nodes and no capture case will result in a very good

den Nodes and Capture approximation ofP{T =t | C,, = ¢} and consequently of
Pij-
Let d;; denote the distance between two nodesd ;. We now give an example of how these conditions are met
A transmission by stationwill be “captured” by statiory or notin Figure 3.

if no other node in a circle of radiusd;;, o > 1, aroundj

is transmitting simultaneously. The parametewill be re-
ferred to as theapture parameteand the area surrounding
nodej of radiusad;; will be referred to ag’s capture area
for nodei. Let's further denotedj;(«) as the set of nodes
that are inj’s capture area for, andA;; (o) the set of nodes
that are out of’s capture area fo.

We extend the assumption of relatively limited node mo-
bility so that if a node is inside or outside of a specific cap-
ture area it will remain so throughout the renewal interval.

In Figure 3 we see a WLAN that consists of a number of
nodes that have determined channel access (triangular with
black filling) and their corresponding destination nodes (cir-
cles with black filling). The receiver’s capture area for the
specific transmitter is a continuous circle, while the trans-
mitter’s capture area for the specific receiver sending back
an acknowledgmentis a dotted circle.

In order for a node to successfully transmit a packet and
successfully receive its acknowledgment, these conditions
have to be met:

Figure 3. Hidden nodes and Capture Areas

¢ The transmitter and receiver nodes are not hidden from _ _
each other. In Figure 3 we see that for receiver nodesind 3 no

interfering node is in their capture areas for their transmit-
o After the contention phase is over, the transmitter nodeters. These nodes will be able to successfully receive a
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packet from their transmitters as long as they are not hid- And the total throughput for each priority is:
den from them. But for receiver no@eto successfully re-
ceive a packet from transmitter nogleit has to be hidden
from transmitter nod®. After the transmission of the pack- Z Z Sij fori#j
ets, the receiver nodes that successfully received a packet
will transmit an acknowledgment. For transmitter ndde
there is no problem. The case is different for transmitter
nodes2 and 3. In transmitter nod&'’s capture area are
both receiver node$ and2. Since receiver nodé suc-
cessfully received a packet from transmitter nbdad sent S = ;Gii P
back an acknowledgment, transmitter nawill receive Y B
this transmission and will not be able to distinguish it from where P;; is the probability of a successful transmission
the possible transmission of an acknowledgment sent by refrom nodei of priority n to nodej ande; is the percentage
ceiver node, if receiver node was hidden from transmit-  of the offered load fromi (G;) that gets to compete. The
ter node3 as we saw previously. So in no case will there value ofq; is the total number of packets eligible to com-
be a successful transmission between the nodes oRpair pete over the total number generated in a renewal interval,
If transmitter node3 and receiver node are hidden, then  so for our Poisson traffic model:
transmitter node8 will successfully receive the acknowl- .
edgment from receiver node Also if transmitter node T2, (GBI o ~(GeB(Ts)) | _ o~ (GRE(T5)
and receiver node are not hidden, then receiver node % = T 1 (CrE(Ts)* —(GrE(Ts))  GrE(Ts)
will not be sending an acknowledgment since it did not suc- k=1 k!
cessfully receive a packet as we saw previously, so in this
case transmitter nodewill be aple to successfully receive  \here E(Ts) is the expected value of the renewal interval
the acknowledgment from receiver notleln this example Ts.
we have tvyo successful transmissions at the same time for 11,4 probability of succesg;; is based on satisfying the
arenewal interval. conditions stated in the previous section and as we will see
becomes tedious.
Let H,, be the random variable that represents the num-
5. Throughput Analysis ber of packets of priority higher that. The probability
of non-existing packets of higher priority in a time interval
equal to the expected renewal interval is:

n) (Total—1)

whereT'(n) is the total number of nodes for priorityand
Total is the total number of nodes in the system. The
throughput from nodéto nodej is :

We will assume that all sources -of any priority- generate
packets following the Poisson distribution. We will further (n—1)
assume that the total offered load by each priority (new ar- P{H,=0}= H e~ G(k)E(Ts)
rivals plus retransmission attempts) also follows the Poisson
distribution. The arrival rate of packets that are from nbde
and are destined for noges \;;, with the total arrival rate
of packets of priorityx beingA(n), and the overall total ar-
rival rate for the system beingy The offered load (arrivals

In the absence of hidden nodes and capture the probabil-
ity of successP; if ¢ is of priority . is:

plus retransmission) for sourd@ethat is destined for node T(n)
j is G, with the total offered load for all nodes that are  p,; = P{H, =0} Z P{C, =c}P{T =1|C, =c}
of priority n beingG(n), and the overall total load for the )

system being-. In a stable system we want the throughput
from one node to another to be equal to the arrival rate of 3
packets from that node to another, otherwise if the arrival ~ In order to calculate the probability of succdss under

rate is greater the node will soon be overflowed and packetghe presence of hidden nodes and capture, we first need to
lost due to finite storage capacity at each node. introduce some random variableXi- represents the num-

ber of transmitters, other than that are not hidden from
i that have also detected that they have won channel ac-
cess and are not hidden frofand are not out of’s cap-
mep —1 ture area foli; Xy represents the number of active nodes
Z S(n), that are hidden fromthat have also detected that they have
won channel access and are not hidden fjoamd are not

The total throughput for the system is:
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out of j 's capture area foi; Xgr represents the number
of receivers that have successfully received a packet from

a transmitting node not hidden froinand are not hidden i =(1 — pn)P{H, = 0}

from i and are not out of's capture area fof; Xgrw rep- T(n) c—1 c—w
resents the number of receivers that have successfully re- Y P{Ch=c}> Y P{Wi=w|Cnh=c}
ceived a packet from a transmitting node hidden figemd e=1 w=0 t=1

P{T=t|C,=(c—w)}
P{XTZO NXgr=0nN Xw=0 ﬁXRW:0|
T=t W;,=w, C, =c}

are not hidden fromi and are not out of's capture area for

j; W; represents the number of active nodes that are hidden
from nodes; W;; represents the number of active nodes that
are hidden from nodg but are not hidden from node and

T} represents the number of active nodes that are not hid- |, order to calculate accurately the probability6fr =
den fromi and are wining channel access concurrently with j o, Xrw = 0 we would have to take into account the

< and are not hidden from noge
We first calculate the probability of succeBg if ¢ and
j are of the same priority:

Pij :(1 — ph)P{Hn = 0}
T'(n)

(D P{Ca=c|jeT(n)nAm)}

ZZP{Wi:w| jE€T(n)NnA(n), C, =c}
P{T =t|C :(c—w)}%
P{XTZO NXgr=0N Xw=0NXgrw =0 |

T=t W,=w, C,=c}

T(n)
+ Y P{Cu=c| jeT(n)NnIn)}
S S PWi=w] j e TN I(w),Co =)

P{T=t|C,=(c—w)}
P{XTZO NXgr=0N Xw=0 ﬁXRW:0|
T=tWi=w, C,=c})

probability of a non transmission to a receiveriin cap-
ture area forj, but also the probability of a transmission
to a receiver ini's capture area foj that is not success-
ful due to a collision. We will be taking into account the
probability of a non transmission to a receiveriia cap-
ture area foyj, but we will be approximating the probability
of a non successful transmission to a receivetdrcapture
area forj with the probability of more than one transmis-
sions to that receiver, thus approximatifg Xgr # 0}
andP{Xgw # 0} with the probability that a receiver iis
capture area foj only receives one transmission. This of
course is an approximation since the receiver could also re-
ceive from another source but distinguish transmission due
to the effect of capture. This is the only additional approx-
imation introduced in our calculations. This approximation
allows us to calculat®{Xgr = 0} and P{Xrw = 0}
together and we will denot®{Xgr = 0 N Xgw = 0}
asP{Xgr = 0| p} wherep is the number of total sources
that have determined that they have won channel access,
other than nodes andj. This approximation will be the
best fora — oo and the worst fora — 1.0, because
asa — oo, we have: Xgr — 0 and Xgw — 0. Of
course in the absence of the phenomenon of capture we
have:P{XRT = 0} = P{XRW = 0} =1.

We now calculate the probability that the conditions
stated in the previous section for a successful transmission

P{XTZO ﬂXRTZO mXW:O mAXVHVV:O|
T=t, W; =w, Cn:C}:

where ((E:Z))j insures thay has not won channel access, 2re satisfied:
and :
P{W;=w|jeT(n)nA(n), C, =c}=
(%2 ()" (L = pr) 1)
and:

P{W,=w|jeTn)NI(n), C,=c}=
("1 (o) (1= pp) o=t

If  andj are not of the same priority, the calculation of

the probability of succesB;; is simplified to:

t—1
S (7)) plf )
tj:()

Z (wwj) (1~ Ph)w”pi‘”—wii)
wi; =0

P{XTZO NXgr NXw =0 ﬁXRW:0|
T:t, Wi:w, Wij:wijTj:tan:c}

If w # 0, we have:
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P{XT =0NXgr=0NXw=0NXgw =0
|T:t, Wi:w, Wij :wijTj:tan:c}:
tj
31 -80S Y Ping € Aji(a),s =1, .,p1)
pl=0
(t—1—t;)
50— systr
p2=0
3 (1- Sy 8 T Ping € Aji(a),s = 1,..,p3}
p3=0
(w—wij) .
3 (- Syyrisft Y
pd=0
P{Xr=0|(pl +p2+p3+pd)}

whereS; is the probability that an active node that is not
hidden from; and had the same performance dsiring the
contention phase is eliminated:

M=

S =>_ (V)pn(t—pn)**

x>

=0
(w—k+1)
>
z=1

and S, is the probability that an active node that is hidden
fromi is eliminated:

1= P{T =2|Cp=(w—k+1)})

(w—1) t—1
$=23 > (W)
k1=0 k2=0
p2k1+k2)(1 _ ph)(w—l—k1+t—1—k2)

(w—kl4+t—1—k2)

D

z=1

Co=w—kl+t—1—Fk2)})

(1-P{T =z|

Finally we can approximat®{Xg = 0| p} as:

P{Xgr =0|p}=

min{p,(T(n)—2—p)}

D

k=1
(S3)F(1 — Sg)(T(m)=2=p—k)

!
1— (T ~2-p) P

(p—Fk)!

only this transmission will be detected by the receiver node.

For nodes equally transmitting packets to all other nodes it
is:

1
Sy = V(1 - pr) = —
") — 1

If (w = 0), we have the following special cases:

e If (t =1) then:

P{XTZO NXgr=0NXw=0NXgw =0
|T:t, Wi:w, Wij:wijTj:tan:C}:].

o If ((t>1) N w; =0) then:

P{XTZO NXgr=0NXw=0NXgw =0
|T:t, Wi:w, Wij:wijTj:tan:c}:
P{Xp =0t}

o If ((t>1) N wj; #0), then:

P{Xr =0 NXpr=0NXw=0NXpw =0
| T =t Wiy=w, W;j =w;; Tj =t; Cp, =c} =
P{ns € Aj;(a),s =1,..,t;}

P{Xgrr =0|t}

The overall expected renewal interval is:

E(Ts) =
mce -1 (1— e—(G(n)E(TS)))
z_:o P{Hn = 0} = e—(GE(Ts))) E(Ts(n))

WhereE(Ts(n)) is the expected renewal interval after a

Pins € Aij(a),s =1,...k} packet of priorityn was transmitted. Given an initial value (
where S5 is the probability that a specific active node betweent(Ts(0)) andE(Ts(m, —1))) to the above equa-
that has determined channel access will transmit successtion, it will quickly converge([5]).
fully to a specific node in’s capture area foj and that E(Ts(n)) is equal to:
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E(Ts(n)) = nPT + Trrans + Tack
(mes—1)

+ET > (r+1)
r=0
T(n)
> P{C, = c}*P{maz(Xg) =1 | Cy = c}

(mys —1

+YT Y
s=0

Y P{E=j|Cy=c}P{min(Xy) =s|E = j}

j=1

and ifn is the lowest priority competing:

) T(n)
s Z P{C, =c}*
c=1

E(Ts(n)) = nPT 4 Trrans + Tack
(mes—1)
+ET( Y (r+1)
r=0
T(n)
Z P{C,, = ¢} P{max(Xg) =r|C, = ¢}
c=1
+ (mes)P{C,, = 0}")
(mys—1) T(n)

+YT( Y sY P{Cp=c}*

s=0 c=1

> P{E=j|Cy=c}P{min(Xy) =s| E = j}

j=1
+ (mys—1)P{C\ = 0}")
where P{C,, = c}* is the probability of any: nodes

being active (no specific nodés required).
where PT, ET and YT are the time intervals of a priority,

forc =0andr = mgs — 1:

P{maz(Xg) =r|Cp=c} =1

and forc = 0 andr = mys — 1:

P{min(Xy)=s|Cp=c} =1
6. Numerical Results

The numerical results are now presented. We are inter-
ested in the total throughpSt of the system versus the to-
tal loadG for various values of the probabiligy, that two
nodes are hidden from each other and various values of the
capture parameter. This will determine the system’s per-
formance. In order to gather the necessary data, two soft-
ware packages were developed, a simulation program and a
program for calculating the theoretical data.

The protocol parameters used are: priority slot dura-
tion ips = 256 bits, pgr = 0.5, elimination slot duration
igs = 256 bits,py = 0.9, yield slot durationiys = 64 bits,
constant packet siZet880 bits and acknowledgment packet
size512 bits. The channel bandwidth28529 bits/sec . Our
WLAN consists of 25 nodes that were placed randomly in
space.

The coordinates of the nodes were chosen randomly
and are normalized to belonging inside a circle of ra-
dius 1 : (0.28,0.70), (0.38,-0.21), (0.89,-0.21), (0.36,-
0.65), (-0.09,0.08), (-0.74,0.40), (-0.26,0.03), (0.56,0.00),
(0.62,-0.94),(0.79,0.78), (-0.08,0.34 ), (0.59,0.99), (0.94,-
0.62), (0.73,0.41), (0.76,-0.11), (-0.37,0.55), (0.17,-
0.16), (0.67,0.71), (0.57,-0.20), (0.68,-0.16), (-0.47,0.10),
(0.42,0.63), (0.43,0.08), (-0.28,-0.21), (0.52,-0.92).

For simplicity but with no loss in generality we assumed

elimination and yielding slots, and EP and YP are the prob- all nodes transmitting the same amount of load and equally

abilities of bursting during an elimination slot and yield-
ing during a yielding slot'rgans is the time to transmit
a packet and’s¢k is the time to transmit an acknowledg-
ment, and

fore > 0:

P{maz(Xg) =r|Cp=c} =

> CLP{Xg =r}"P{Xp < r}em
m=1

P{min(Xy)=s5|Cp =c} =

3 L P{Xy = s} P{Xy > s}

m=1

to all other nodes. We are also assuming all nodes to be
of the same priority level, thus no higher priority nodes ex-
ist. After studying the performance of this highest priority
level we can also draw from this study conclusions about
the performance of lower priority levels, since their perfor-
mance will be decreased by a factor®{H,, = 0}, that
only depends on the total load coming from nodes of higher
priority.

The simulation data and the analytical data are practi-
cally identical, thus our approximation (as expected) was a
very good one. For this reason, both data are represented by
a single curve for each pair of parametggsanda.

In Figures 4 and 5 we see the effect on performance of
the variation of the capture parametefor a specific prob-
ability p,. In Figure 4 we have chosen equal t00.01 and
in Figure 5 we have chosem, equal t00.05. As we can
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see performance decreases as the possibility of capture be-[6] C. Coutras, S. Gupta, and N. Shroff. Scheduling of

comes less likelyd increases). This decrease, as expected,
is bigger for the highepy, since in this case the effect of

hidden nodes on performance is greater.

In Figures 6 and 7 we see the effect on performance of [7]

the variation of the probability,, for specific values of.
In Figure 6 we have chosem = 1.2. This is a relatively

small value for and indicates a high presence of the phe-

nomenon of capture. In Figure 7 we have chosen 10.0.

This is a relatively high value far and is actually the case
of no presence of the phenomenon of capture. As we can see

the performance decreases as the probahijitincreases.
The decrease is bigger for the highersince there is no
benefit to the performance from the capture effect.

These results show clearly the importance of hidden
nodes and capture on the performance of the HIPERLAN

CAC Layer protocol.

7. Conclusion

We have presented a brief outline of the HIPERLAN
CAC (MAC) layer protocol and discussed in detail the anal-
ysis of the protocol performance under asynchronous traf-[11]
fic. We argued and presented the efficiency of an approxi-
mation in calculating the probability of a successful trans-

mission between two nodésandj, P;;. Finally we pre-

sented the numerical results of both simulation and analysi
that where practically identical. Our future work involves
studying the HIPERLAN CAC Layer performance under

time-bounded traffic.
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