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Abstract

The growing interest in wireless systems and networks
has led to the first Wireless LAN (WLAN) protocols. The
Medium Access Control (MAC) layer protocols of such pro-
tocol suites are of key importance. The Radio Equipment
and Systems (RES) Technical Committee of the European
Telecommunications Standards Institute has proposed the
High PErformance Radio LAN (HIPERLAN) protocol suite.
In this paper we present, study, analyze and evaluate the
performance of the MAC layer of the HIPERLAN protocol
suite for asynchronous data transfer. Analytical models that
take into account the phenomena of hidden nodes and cap-
ture are presented during the analysis. Numerical results
from both analysis and simulation are presented, so that the
issues involved are better understood.

1. Introduction

In recent years we are witnessing a trend of moving from
tethered systems to wireless systems. This is made possible
due to the ongoing evolution of wireless systems in the last
decade.

Wireless LANs (WLANs) are part of this evolution. New
protocols for the Physical and Data Link layers are needed
due to the characteristics of the wireless medium. It is de-
sired that the new protocol suites keep the wireless charac-
teristic as transparent as possible to the upper layers so that
they do not need to go through major changes.

The wireless medium differs in some very important
ways: 1)The bit error rate is much higher in the air than
in a wired medium. 2)When a node transmits a packet it
can not be certain if the receiver received successfully, thus
an acknowledgment is required. 3)It is possible that at some
point in time two (or more) nodes do not have direct access

to each other in which case we say that they arehiddenfrom
each other and no successful transmission can take place di-
rectly between them. 4)It is possible for a receiver to receive
two partially or completely overlapping in time packets and
still be able to distinguish and successfully receive one of
them, basically due to different signal power levels. This is
known as the phenomenon ofcapture.

So far two protocol suites have been proposed for
WLANs. The first is the result of the work done by IEEE
committee 802.11 and has recently become an official stan-
dard. Studies of the protocol for asynchronous data traffic
can be found in [4] and [3], while studies of time-bounded
data traffic can be found in [6]. The second protocol is
currently under development by the European Telecommu-
nications Standards Institute (ETSI) and is named High
PErformance Radio Local Area Network (HIPERLAN).
The HIPERLAN protocol functionality is presented in [7].
Other sources of information and analysis of the HIPER-
LAN protocol can be found in [1], [2], [8], [9], [10], [12]
and [11]. No analytical models that take into account the
phenomena of hidden nodes and capture are presented in
these papers, although a first attempt to gather simulation
results considering only the possibility of hidden nodes can
be found in [8] and [12]. In [12] an attempt is also made to
provide an analytical model for HIPERLAN taking into ac-
count only the phenomenon of hidden nodes. The result is
an upper bound on performance that is based on the follow-
ing assumption: if a node is hidden from a group of nodes,
then all other nodes that are not hidden from that node are
also hidden from that same group of nodes, and the nodes in
both groups are not hidden from each other. This assump-
tion, of course, is a special case, far from the general case.
In this paper we provide analysis considering both the phe-
nomena of hidden nodes and capture. We first analyze the
effect of hidden nodes on the Elimination-Yield Non-pre-
emptive Priority Multiple Access (EY-NPMA) mechanism

Authorized licensed use limited to: CityU. Downloaded on May 22,2010 at 14:11:30 UTC from IEEE Xplore.  Restrictions apply. 



for channel access and then the effect of both the phenom-
ena of hidden nodes and capture on the performance of the
HIPERLAN Channel Access Control (CAC) Layer proto-
col. Analytical and simulation results are presented.

2. Overview of the HIPERLAN CAC Layer
Protocol

The CAC layer is actually the “lower sublayer” of the
MAC layer that basically deals with the mechanism of ac-
cessing the channel (EY-NPMA mechanism).

The EY-NPMA mechanism is an access mechanism with
three phases. The three phases of the EY-NPMA mecha-
nism constitute the contention phase of theSynchronized
Channel Access Cycle.

In Figure 1 we see a renewal interval, its components,
and their components as well. Transmission is denoted by
black color, while its absence is denoted by white color, and
a different shade filling is used for the synchronization slot.
All three phases of the EY-NPMA mechanism are divided
into time slots, which are shown as rectangular boxes.

Contention Phase

CSi

Renewal Interval

Synchronized Channel Access Cycle

CSi

CSi

Elimination YieldingPriority

Transmission Phase

ACKAKiPacket Transmission

Figure 1. The EY-NPMA mechanism.

We will refer to a node that wishes to access the channel
as an active node andA(n) andI(n) will denote the sets of
active and inactive nodes of priorityn.

In the prioritization phase, an active node of priorityn
must signal its intention to access the channel by transmit-
ting a burst during thenth time slot, provided that no active
nodes of higher priority have already signaled their inten-
tion to access the channel. We are assuming a total ofmCP

priority levels, from0 to mCP � 1 . As soon as an active
node has transmitted a burst, this phase is over and the next
phase starts.

In the elimination phase each active node bursts a sig-
nal for a random number of time slots and then listens to
the channel; if another active node is still bursting this ac-
tive node is eliminated, otherwise it may continue into the

yielding phase. In the elimination phase we have a maxi-
mum ofmES elimination slots. The probability of bursting
in an elimination slot ispE . The maximum burst allowed is
mES � 1 time slots.

In the yielding phase each active node listens for a ran-
dom number of time slots and then, if the channel is still
free, starts a packet transmission. In the yielding phase we
have a maximum ofmYS yielding slots. The probability of
yielding in a yielding slot ispY . An active node can listen
for a maximum ofmYS � 1 time slots.

3. Channel Access in the Presence of Hidden
Nodes

The following assumptions simplify the development of
the analytical framework for our study:

� The effect of packet errors due to bit errors is ignored.

� Due to the high channel speed used in HIPERLAN
we can assume relatively limitednode mobility. This
means that if two nodes are hidden from each other in
the beginning of a renewal interval they will remain
hidden through out that renewal interval.

During the prioritization phase, for an active node of
lower priority to falsely determine that it may continue into
the next phase, it will have to be hidden from all active
nodes of higher priorities.

An active node might falsely determine that it has sur-
vived the elimination phase if it is hidden from all active
nodes that burst for more time slots. A simple example is
illustrated in Figure 2, where we see nine active nodes. Lets
assume that nodes1, 2, 3, 4 and5 are not hidden from each
other and nodes6, 7, 8 and9 are also not hidden from each
other. And all nodes in one group are hidden from all nodes
in the other, with one exception. Nodes4 and6 are not hid-
den from each other. If after the elimination phase is over
nodes1, 3 and4 have bursted for the same number of slots,
nodes1 and3 will determine that they have survived, while
for node4 it depends on what node6 has done. If6 has
bursted for more slots than4, then4 will be eliminated -
thus nodes1 and3 falsely determined survival- otherwise
it will continue. If 6 bursted the same number of slots as9
and more than7 and8, then9 will survive but6 will only if
it did not get eliminated by4. If 6 has bursted for the same
number of slots as4, then all nodes1, 3, 4, 6 and9 deter-
mine correctly that they survived the elimination phase. In
case that4 continues but not6 or vice-versa, we will have
two mutually exclusive groups of contenders continuing in
the next phase. But if both4 and6 continue, then two non
mutual exclusive groups continue, one consisting of1, 3 and
4 and the other of6 and9.
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Figure 2. Groups of contending nodes

In the yielding phase, if the groups of remaining nodes
that are not hidden from each other, are mutually exclusive,
then for each such group the best performer(s) will transmit.
But if these groups are not mutually exclusive a node might
falsely determine channel access. To continue the previous
example, lets assume that both4 and6 survived the elimi-
nation phase. During the yielding phase since node1 “sees”
nodes3 and4 it will have to do better than them to access
the channel. Node4 will also be depended on node6, which
in turn will depend on nodes4 and9. It is possible for both
1 and6 to access the channel without having the same per-
formance.

If during the elimination phase an active nodei elimi-
nates a group of active nodes that are hidden from any other
surviving active node, and then during the yielding phase
does not win channel access, the nodes that lost during the
elimination phase toi will see no transmission. In this case
they are allowed to transmit their packet under thehidden
elimination condition.

We now calculate the probability of accessing the chan-
nel for an active nodei that is not hidden fromc � 1 other
active nodes of its own priority, with which it forms a group
of competitors (from its own point of view) as described in
the previous section.

Let Cn be the random variable that represents the num-
ber of active nodes of priorityn (specifically includingi)
that are competing for the channel, and letT be the ran-
dom variable that represents the total number of nodes that
the first node sees as winners (including it self). LetXE be
the random variable that represents the number of elimina-
tion slots that a node will be bursting in during the elimina-

tion phase andXY be the random variable that represents
the number of yielding slots that a node will be listening in
during the yielding phase. Since the random variables are
geometrically distributed, we have :

PfXE = xg =

�
pxE(1� pE) if x < mES � 1
pxE if x = mES � 1

PfXY = xg =

�
pxY(1� pY) if x < mYS � 1
pxY if x = mYS � 1

LetE be the random variable that represents the number
of nodes that survive the elimination phase andY be the
random variable that represents the number of nodes that
survive the yielding phase.

In the absence of hidden nodes we have

PfT = t j Cn = cg =
cX

j=t

�
c�1
j�1

�
PfE = j j Cn = cg

�
j�1
t�1

�
PfY = t j E = jg

where

PfE = j j Cn = cg =

mES�1X
k=1

PfXE = kgjPfXE < kg(c�j)

and

PfY = t j E = jg =

mY S�2X
w=0

PfXY = wgtPfXY > wg(j�t)

After the elimination phase is over, it is possible that not
all nodes, which a nodei “sees” winning the elimination
phase, will continue into the next phase. This is due to the
fact that some of them could have been eliminated by other
-non hidden from them- nodes, that are hidden from nodei,
as we have seen in the previous section. It is also possible
that during the yielding phase, even more nodes are elimi-
nated beforei wins channel access due to the fact that they
hear transmission from other nodes not hidden from them
but -again- hidden fromi. Lets refer to these nodes that
eliminate nodes thati does not see being eliminated during
the two phases as ”helper” nodes to nodei.

In order to calculate an exact probability of accessing
the channel for a nodei under the effect of hidden nodes
we would have to account for every possible hidden node
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pair in the WLAN. But since the calculation of the proba-
bility of channel access under no hidden nodes is actually
a calculation of the “maximum effort” required by a node
to determine that it won channel access, a lower bound can
be calculated using the equation for the case of no hidden
nodes. We need to examine how far from the actual value
this approximation can be.

When calculating the probability of channel access for
nodei, using the equation for no hidden nodes we are not
taking into account the effect that the ”helper” nodes to
nodei have on this calculation. So it is obvious that how
close the above mentioned lower bound will be to the ac-
tual value depends on the number of these ”helper” nodes.
It is very important to state that if a ”helper” nodek does
not win channel access it has no effect on the calculation
of the probability of channel access fori. This of course is
due to the hidden elimination condition. In the next section,
we will argue that the number of ”helper” nodesk are ex-
tremely minimized under the total conditions necessary for
a successful transmission over the channel, thus this approx-
imation is a very good one for calculating the final through-
put.

4. Packet Transmission in the Presence of Hid-
den Nodes and Capture

Let dij denote the distance between two nodesi andj.
A transmission by stationi will be “captured” by stationj
if no other node in a circle of radius�dij , � � 1, aroundj
is transmitting simultaneously. The parameter� will be re-
ferred to as thecapture parameterand the area surrounding
nodej of radius�dij will be referred to asj0s capture area
for nodei. Let’s further denoteAji(�) as the set of nodes
that are inj0s capture area fori, and �Aji(�) the set of nodes
that are out ofj0s capture area fori.

We extend the assumption of relatively limited node mo-
bility so that if a node is inside or outside of a specific cap-
ture area it will remain so throughout the renewal interval.

In Figure 3 we see a WLAN that consists of a number of
nodes that have determined channel access (triangular with
black filling) and their corresponding destination nodes (cir-
cles with black filling). The receiver’s capture area for the
specific transmitter is a continuous circle, while the trans-
mitter’s capture area for the specific receiver sending back
an acknowledgment is a dotted circle.

In order for a node to successfully transmit a packet and
successfully receive its acknowledgment, these conditions
have to be met:

� The transmitter and receiver nodes are not hidden from
each other.

� After the contention phase is over, the transmitter node

determines survival, while the receiver node, if active,
does not.

� If nodes other than the transmitter node have survived
the contention phase, they have to be either hidden
from the receiver node or outside of the receivers cap-
ture area for the transmitter so that the transmitter’s
packet can be successfully received.

� No node that is not hidden from the transmitter or that
is not outside of the transmitter’s capture area for the
receiver, receives successfully a packet. This guaran-
tees that if the transmitter has successfully transmitted
a packet he will also successfully receive its acknowl-
edgment.

From the conditions stated above, for a ”helper” (to node
i) nodek, to “assist” nodei in eliminating nodes that are
competing withi for channel access, it should also be hid-
den from nodej or out of j0s capture area for nodei, it
should also transmit to a node that is hidden fromi or out
of i’s capture area forj, or to a node that does not success-
fully receive a packet. Having this fact in mind and the fact
that values ofph are usually less than0:10, we are expect-
ing that usingPfT = t j Cn = cg as calculated for the no
hidden nodes and no capture case will result in a very good
approximation ofPfT = t j Cn = cg and consequently of
Pij .

We now give an example of how these conditions are met
or not in Figure 3.

1

3
3

1

2

2

Figure 3. Hidden nodes and Capture Areas

In Figure 3 we see that for receiver nodes1 and3 no
interfering node is in their capture areas for their transmit-
ters. These nodes will be able to successfully receive a
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packet from their transmitters as long as they are not hid-
den from them. But for receiver node2 to successfully re-
ceive a packet from transmitter node2, it has to be hidden
from transmitter node3. After the transmission of the pack-
ets, the receiver nodes that successfully received a packet
will transmit an acknowledgment. For transmitter node1
there is no problem. The case is different for transmitter
nodes2 and 3. In transmitter node2’s capture area are
both receiver nodes1 and 2. Since receiver node1 suc-
cessfully received a packet from transmitter node1 and sent
back an acknowledgment, transmitter node2 will receive
this transmission and will not be able to distinguish it from
the possible transmission of an acknowledgment sent by re-
ceiver node2, if receiver node2 was hidden from transmit-
ter node3 as we saw previously. So in no case will there
be a successful transmission between the nodes of pair2.
If transmitter node3 and receiver node2 are hidden, then
transmitter node3 will successfully receive the acknowl-
edgment from receiver node3. Also if transmitter node3
and receiver node2 are not hidden, then receiver node2
will not be sending an acknowledgment since it did not suc-
cessfully receive a packet as we saw previously, so in this
case transmitter node3 will be able to successfully receive
the acknowledgment from receiver node3. In this example
we have two successful transmissions at the same time for
a renewal interval.

5. Throughput Analysis

We will assume that all sources -of any priority- generate
packets following the Poisson distribution. We will further
assume that the total offered load by each priority (new ar-
rivals plus retransmission attempts) also follows the Poisson
distribution. The arrival rate of packets that are from nodei

and are destined for nodej is �ij , with the total arrival rate
of packets of priorityn being�(n), and the overall total ar-
rival rate for the system being�. The offered load (arrivals
plus retransmission) for sourcei that is destined for node
j is Gij , with the total offered load for all nodes that are
of priority n beingG(n), and the overall total load for the
system beingG. In a stable system we want the throughput
from one node to another to be equal to the arrival rate of
packets from that node to another, otherwise if the arrival
rate is greater the node will soon be overflowed and packets
lost due to finite storage capacity at each node.

The total throughput for the system is:

S =

mCP�1X
n=0

S(n);

And the total throughput for each priority is:

S(n) =

T (n)X
i=1

(Total�1)X
j=1

Sij for i 6= j

whereT (n) is the total number of nodes for priorityn and
Total is the total number of nodes in the system. The
throughput from nodei to nodej is :

Sij = �iGijPij

wherePij is the probability of a successful transmission
from nodei of priority n to nodej and�i is the percentage
of the offered load fromi (Gi) that gets to compete. The
value of�i is the total number of packets eligible to com-
pete over the total number generated in a renewal interval,
so for our Poisson traffic model:

�i =

P1
k=1

(GkE(TS))
k

k! e�(GkE(TS))

P1
k=1 k

(GkE(TS))
k

k! e�(GkE(TS))
=

1� e�(GkE(TS))

GkE(TS)

whereE(TS) is the expected value of the renewal interval
TS.

The probability of successPij is based on satisfying the
conditions stated in the previous section and as we will see
becomes tedious.

Let Hn be the random variable that represents the num-
ber of packets of priority higher thatn. The probability
of non-existing packets of higher priority in a time interval
equal to the expected renewal interval is:

PfHn = 0g =

(n�1)Y
k=0

e�G(k)E(TS)

In the absence of hidden nodes and capture the probabil-
ity of successPij if i is of priorityn is:

Pij = PfHn = 0g

T (n)X
c=1

PfCn = cgPfT = 1 j Cn = cg

In order to calculate the probability of successPij under
the presence of hidden nodes and capture, we first need to
introduce some random variables:XT represents the num-
ber of transmitters, other thani, that are not hidden from
i that have also detected that they have won channel ac-
cess and are not hidden fromjand are not out ofj’s cap-
ture area fori; XW represents the number of active nodes
that are hidden fromi that have also detected that they have
won channel access and are not hidden fromj and are not

Authorized licensed use limited to: CityU. Downloaded on May 22,2010 at 14:11:30 UTC from IEEE Xplore.  Restrictions apply. 



out of j ’s capture area fori; XRT represents the number
of receivers that have successfully received a packet from
a transmitting node not hidden fromi, and are not hidden
from i and are not out ofi’s capture area forj; XRW rep-
resents the number of receivers that have successfully re-
ceived a packet from a transmitting node hidden fromi, and
are not hidden fromi and are not out ofi’s capture area for
j; Wi represents the number of active nodes that are hidden
from nodei; Wij represents the number of active nodes that
are hidden from nodei, but are not hidden from nodej, and
Tj represents the number of active nodes that are not hid-
den fromi and are wining channel access concurrently with
i and are not hidden from nodej.

We first calculate the probability of successPij if i and
j are of the same priority:

Pij =(1� ph)PfHn = 0g

(

T (n)X
c=2

PfCn = c j j 2 T (n) \A(n)g

c�2X
w=0

c�wX
t=1

PfWi = w j j 2 T (n) \A(n); Cn = cg

PfT = t j Cn = (c� w)g
(c� w) � t

(c� w)� 1

PfXT = 0 \XRT = 0 \ XW = 0 \XRW = 0 j

T = t; Wi = w; Cn = cg

+

T (n)X
c=1

PfCn = c j j 2 T (n) \ I(n)g

c�1X
w=0

c�wX
t=1

PfWi = w j j 2 T (n) \ I(n); Cn = cg

PfT = t j Cn = (c� w)g

PfXT = 0 \XRT = 0 \ XW = 0 \XRW = 0 j

T = t; Wi = w; Cn = cg )

where (c�w)�t
(c�w)�1 insures thatj has not won channel access,

and :

PfWi = w j j 2 T (n) \ A(n); Cn = cg =�
c�2
w

�
(ph)

w(1� ph)
(c�1�w)

and:

PfWi = w j j 2 T (n) \ I(n); Cn = cg =�
c�1
w

�
(ph)

w(1� ph)
(c�1�w)

If i andj are not of the same priority, the calculation of
the probability of successPij is simplified to:

Pij =(1� ph)PfHn = 0g

T (n)X
c=1

PfCn = cg

c�1X
w=0

c�wX
t=1

PfWi = w j Cn = cg

PfT = t j Cn = (c� w)g

PfXT = 0 \XRT = 0 \ XW = 0 \XRW = 0 j

T = t; Wi = w; Cn = cg

In order to calculate accurately the probability ofXRT =
0 or XRW = 0 we would have to take into account the
probability of a non transmission to a receiver ini0s cap-
ture area forj, but also the probability of a transmission
to a receiver ini0s capture area forj that is not success-
ful due to a collision. We will be taking into account the
probability of a non transmission to a receiver ini0s cap-
ture area forj, but we will be approximating the probability
of a non successful transmission to a receiver ini0s capture
area forj with the probability of more than one transmis-
sions to that receiver, thus approximatingPfXRT 6= 0g
andPfXRW 6= 0gwith the probability that a receiver ini0s
capture area forj only receives one transmission. This of
course is an approximation since the receiver could also re-
ceive from another source but distinguish transmission due
to the effect of capture. This is the only additional approx-
imation introduced in our calculations. This approximation
allows us to calculatePfXRT = 0g andPfXRW = 0g
together and we will denotePfXRT = 0 \ XRW = 0g
asPfXR = 0 j pg wherep is the number of total sources
that have determined that they have won channel access,
other than nodesi andj. This approximation will be the
best fora ! 1 and the worst fora ! 1:0, because
as a ! 1 , we have:XRT ! 0 andXRW ! 0. Of
course in the absence of the phenomenon of capture we
have:PfXRT = 0g = PfXRW = 0g = 1.

We now calculate the probability that the conditions
stated in the previous section for a successful transmission
are satisfied:

PfXT = 0 \XRT = 0 \XW = 0 \XRW = 0 j

T = t; Wi = w; Cn = cg =

t�1X
tj=0

�
t�1
tj

�
(1� ph)

tjp
(t�1�tj)
h

wX
wij=0

�
w
wij

�
(1� ph)

wijp
(w�wij)
h

PfXT = 0 \XRT \XW = 0 \XRW = 0 j

T = t; Wi = w; Wij = wij Tj = tj Cn = cg

If w 6= 0, we have:
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PfXT = 0 \XRT = 0 \XW = 0 \XRW = 0

j T = t; Wi = w; Wij = wij Tj = tj Cn = cg =

tjX
p1=0

(1� S1)
p1S

(tj�p1)
1 Pfns 2 �Aji(�); s = 1; ::; p1g

(t�1�tj)X
p2=0

(1� S1)
p2S

(t�1�tj�p2)
1

wijX
p3=0

(1� S2)
p3S

(wij�p3)
2 Pfns 2 �Aji(�); s = 1; ::; p3g

(w�wij)X
p4=0

(1� S2)
p4S

(w�wij�p4)
2

PfXR = 0 j (p1 + p2 + p3 + p4)g

whereS1 is the probability that an active node that is not
hidden fromi and had the same performance asi during the
contention phase is eliminated:

S1 =

wX
k=0

�
w
k

�
pkh(1� ph)

w�k

(w�k+1)X
z=1

(1� PfT = z j Cn = (w � k + 1)g)

andS2 is the probability that an active node that is hidden
from i is eliminated:

S2 =

(w�1)X
k1=0

t�1X
k2=0

�
w�1
k1

��
t�1
k2

�

p
(k1+k2)
h (1� ph)

(w�1�k1+t�1�k2)

(w�k1+t�1�k2)X
z=1

(1� PfT = z j

Cn = (w � k1 + t� 1� k2)g)

Finally we can approximatePfXR = 0 j pg as:

PfXR = 0 j pg =

1�

minfp;(T (n)�2�p)gX
k=1

�
(T (n)�2�p)

k

� p!

(p� k)!

(S3)
k(1� S3)

(T (n)�2�p�k)

Pfns 2 Aij(�); s = 1; ::; kg

whereS3 is the probability that a specific active node
that has determined channel access will transmit success-
fully to a specific node ini0s capture area forj and that

only this transmission will be detected by the receiver node.
For nodes equally transmitting packets to all other nodes it
is:

S3 = p
(k�1)
h (1� ph)

1PmCP�1
k=0 T (n)� 1

If (w = 0), we have the following special cases:

� If (t = 1) then:

PfXT = 0 \XRT = 0 \XW = 0 \XRW = 0

j T = t; Wi = w; Wij = wij Tj = tj Cn = cg = 1

� If ((t > 1) \ wj = 0) then:

PfXT = 0 \XRT = 0 \XW = 0 \XRW = 0

j T = t; Wi = w; Wij = wij Tj = tj Cn = cg =

PfXR = 0 j tg

� If ((t > 1) \ wj 6= 0), then:

PfXT = 0 \XRT = 0 \XW = 0 \XRW = 0

j T = t; Wi = w; Wij = wij Tj = tj Cn = cg =

Pfns 2 �Aji(�); s = 1; ::; tjg

PfXRT = 0 j tg

The overall expected renewal interval is:

E(TS) =

mCP�1X
n=0

PfHn = 0g
(1� e�(G(n)E(TS)))

(1� e�(GE(TS)))
E(TS(n))

WhereE(TS(n)) is the expected renewal interval after a
packet of prioritynwas transmitted. Given an initial value (
betweenE(TS(0)) andE(TS(mp � 1))) to the above equa-
tion, it will quickly converge([5]).

E(TS(n)) is equal to:
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E(TS(n)) = nPT + TTRANS + TACK

+ET

(mES�1)X
r=0

(r + 1)

T (n)X
c=1

PfCn = cg�Pfmax(XE) = r j Cn = cg

+ Y T

(mYS�1)X
s=0

s

T (n)X
c=1

PfCn = cg�

cX
j=1

PfE = j j Cn = cgPfmin(XY) = s j E = jg

and ifn is the lowest priority competing:

E(TS(n)) = nPT + TTRANS + TACK

+ET (

(mES�1)X
r=0

(r + 1)

T (n)X
c=1

PfCn = cg�Pfmax(XE) = r j Cn = cg

+ (mES)PfCn = 0g�)

+ Y T (

(mYS�1)X
s=0

s

T (n)X
c=1

PfCn = cg�

cX
j=1

PfE = j j Cn = cgPfmin(XY) = s j E = jg

+ (mYS�1)PfCn = 0g�)

wherePfCn = cg� is the probability of anyc nodes
being active (no specific nodei is required).

where PT, ET and YT are the time intervals of a priority,
elimination and yielding slots, and EP and YP are the prob-
abilities of bursting during an elimination slot and yield-
ing during a yielding slot,TTRANS is the time to transmit
a packet andTACK is the time to transmit an acknowledg-
ment, and

for c > 0:

Pfmax(XE) = r j Cn = cg =
cX

m=1

Cc
mPfXE = rg

m
PfXE < rg(c�m)

Pfmin(XY) = s j Cn = cg =
cX

m=1

Cc
mPfXY = sg

m
PfXY > sg

(c�m)

for c = 0 andr = mES � 1:

Pfmax(XE) = r j Cn = cg = 1

and forc = 0 andr = mYS � 1:

Pfmin(XY) = s j Cn = cg = 1

6. Numerical Results

The numerical results are now presented. We are inter-
ested in the total throughputS of the system versus the to-
tal loadG for various values of the probabilityph that two
nodes are hidden from each other and various values of the
capture parametera. This will determine the system’s per-
formance. In order to gather the necessary data, two soft-
ware packages were developed, a simulation program and a
program for calculating the theoretical data.

The protocol parameters used are: priority slot dura-
tion iPS = 256 bits, pE = 0:5, elimination slot duration
iES = 256 bits,pY = 0:9, yield slot durationiYS = 64 bits,
constant packet size14880 bits and acknowledgment packet
size512 bits. The channel bandwidth is23529bits/sec . Our
WLAN consists of 25 nodes that were placed randomly in
space.

The coordinates of the nodes were chosen randomly
and are normalized to belonging inside a circle of ra-
dius 1 : (0.28,0.70), (0.38,-0.21), (0.89,-0.21), (0.36,-
0.65), (-0.09,0.08), (-0.74,0.40), (-0.26,0.03), (0.56,0.00),
(0.62,-0.94),(0.79,0.78), (-0.08,0.34 ), (0.59,0.99), (0.94,-
0.62), (0.73,0.41), (0.76,-0.11), (-0.37,0.55), (0.17,-
0.16), (0.67,0.71), (0.57,-0.20), (0.68,-0.16), (-0.47,0.10),
(0.42,0.63), (0.43,0.08), (-0.28,-0.21), (0.52,-0.92).

For simplicity but with no loss in generality we assumed
all nodes transmitting the same amount of load and equally
to all other nodes. We are also assuming all nodes to be
of the same priority level, thus no higher priority nodes ex-
ist. After studying the performance of this highest priority
level we can also draw from this study conclusions about
the performance of lower priority levels, since their perfor-
mance will be decreased by a factor ofPfHn = 0g, that
only depends on the total load coming from nodes of higher
priority.

The simulation data and the analytical data are practi-
cally identical, thus our approximation (as expected) was a
very good one. For this reason, both data are represented by
a single curve for each pair of parametersph and�.

In Figures 4 and 5 we see the effect on performance of
the variation of the capture parameter� for a specific prob-
ability ph. In Figure 4 we have chosenph equal to0:01 and
in Figure 5 we have chosenph equal to0:05. As we can
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see performance decreases as the possibility of capture be-
comes less likely (� increases). This decrease, as expected,
is bigger for the higherph, since in this case the effect of
hidden nodes on performance is greater.

In Figures 6 and 7 we see the effect on performance of
the variation of the probabilityph for specific values of�.
In Figure 6 we have chosen� = 1:2. This is a relatively
small value for� and indicates a high presence of the phe-
nomenon of capture. In Figure 7 we have chosen� = 10:0.
This is a relatively high value for� and is actually the case
of no presence of the phenomenon of capture. As we can see
the performance decreases as the probabilityph increases.
The decrease is bigger for the higher�, since there is no
benefit to the performance from the capture effect.

These results show clearly the importance of hidden
nodes and capture on the performance of the HIPERLAN
CAC Layer protocol.

7. Conclusion

We have presented a brief outline of the HIPERLAN
CAC (MAC) layer protocol and discussed in detail the anal-
ysis of the protocol performance under asynchronous traf-
fic. We argued and presented the efficiency of an approxi-
mation in calculating the probability of a successful trans-
mission between two nodesi andj, Pij . Finally we pre-
sented the numerical results of both simulation and analysis
that where practically identical. Our future work involves
studying the HIPERLAN CAC Layer performance under
time-bounded traffic.
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Figure 4. capture parameter variation

0.0 10.0 20.0 30.0
Load G

0.0

0.2

0.4

0.6

0.8

1.0

T
h

ro
u

gh
p

u
t 

S

Variation of capture parameter a
ph  = 0.05

a = 1.0
a = 1.2
a = 2.0
a = 5.0
a = 10.0

Figure 5. capture parameter variation
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Figure 6. ph variation
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