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Abstract—We studied the minimum latency gossiping (all-to-all broadcast) problem in multihop radio networks defined as follows:

Each node in the network is preloaded with a message and the objective is to distribute each node’s message to the entire network with

minimum latency. We studied this problem in the unit-size message model and the unit disk graph model. The unit-size model means

different messages cannot be combined as one message, and the unit disk graph model means a link exists between two nodes if and

only if their euclidean distance is less than 1. The minimum latency gossiping problem is known to be NP-hard in these two models. In

this work, we designed a gossiping scheme that significantly improved all current gossiping algorithms in terms of the approximation

ratio. Our work has approximation ratio 27, a great improvement of the current state-of-the-art algorithm (which has ratio 1,947). We

also discussed the single point of failure problem and its impact on our approximation ratio. We designed an amended gossiping

algorithm with ratio 27 in case of a nonsource node failure. We also designed an amended gossiping algorithm with ratio 29 in case of

source failure.

Index Terms—Gossip, all-to-all broadcast, latency.

Ç

1 INTRODUCTION

BROADCAST is a fundamental operation in radio networks.
Naı̈ve flooding is not practical as it causes severe

contention, collision, and congestion. Avoiding collision,
reducing redundancy, as well as increasing reliability in
radio networks are the main objectives of the broadcast
storm problem [24]. Numerous network protocols are based
on broadcasting: routing, information dissemination, and
service/resource discovery. Since many systems have
stringent end-to-end delay requirements, the design of
low-latency broadcasting scheme is essential to many
practical applications.

There are two basic tasks in network communication:
broadcasting and gossiping. Broadcasting is distributing a
single message from one source node to all other nodes.
Gossiping is distributing a unique message from each node
to all other nodes in the network. Essentially, gossiping can
be viewed as all-to-all broadcast. There are three models
regarding whether or not we can combine two or more
messages as a single message: unit-size, bounded-size, and
unbounded-size models.

In this paper, regarding the message models, we study
the gossiping problem in the unit-size model in which
multiple messages CANNOT be combined as a single

message. As for our network model, we considered the unit
disk graph model and designed the Interleaved Gossiping
Algorithm that improved all previous gossiping algorithms
in this model. Our algorithm is theoretically proved to be
constant approximation with ratio 27. This is known to be the
algorithm that has the lowest latency and the least ratio so
far. We also discussed the single point of failure problem
and its impact on our approximation ratio. We designed
two amended gossiping algorithms for the case of node
failure. We found that, if the failed node is not the source,
then our amended gossiping algorithm still has approxima-
tion ratio 27. If the source fails, the amended gossiping
algorithm has ratio 29.

The rest of the paper is organized as follows: We present
the problem formulation in Section 2. Section 3 discusses
about related work and a naı̈ve gossiping algorithm is
presented in Section 4. A better algorithm, namely the
interleaved gossiping algorithm, is presented in Section 5. A
concrete example is shown in Section 6 to help understand
our algorithm. The single point of failure problem is
discussed in Section 7. Finally, we conclude the work in
Section 8. The proofs of all lemmas and theorems are given
in the Appendix.

2 PROBLEM FORMULATION

We consider a network of N nodes. Each node is equipped
with an RF transceiver that can be used to send or receive
data. We use a graph G ¼ ðVG;EGÞ to represent the
topology of this network in which VG is the vertex set
representing nodes and EG is the edge set representing
links. Since each node in this network corresponds uniquely
to a vertex in VG and vice versa, we do not distinguish
between vertices and nodes and use them interchangeably.
In convention, we use V to represent the set of nodes and VG

to represent the set of vertices in the graph, and there is a
one-to-one mapping between them. We consider omnidir-
ectional antennae only, and a node’s transmission/recep-
tion range is roughly a disk centered at that node. This type
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of network can be represented as a disk graph as follows: An
arc (or directed edge) exists from u to v if and only if v lies in
u’s transmission area (which is a disk). For simplicity, we
further assume that all nodes have the same transmission
range. In such a case, we can normalize their radius to 1,
and an edge exists between u; v if and only if the distance
between them is less than 1. Note that in this case, all edges
are bidirectional and we can simply use an undirected
graph to represent the network topology. This is called the
unit disk graph (UDG) model. In this work, for simplicity,
we only consider the UDG model.

A node can either send or receive data at one time, and it
can receive data correctly only if exactly one of its neighbors
is transmitting at one moment. If two or more nodes are
transmitting simultaneously and there is a node in their
overlapped transmission area, then this node cannot receive
the message clearly since both transmissions are interfering
with each other. This type of situation is called collision. A
node is equipped with some memory, so it can store
messages received from its neighbors and forward to other
nodes. Note that a node cannot forward a message unless it
has already received from the node having that message.

Given a graph G ¼ ðVG;EGÞ, a TDMA schedule can be
modeled as a functionW from the set of natural numbers IN
(representing time) to VG’s power set (i.e., subsets of VG) as
follows: W : IN! 2VG in which time t 2 IN is mapped to
WðtÞ � VG, denoting that the nodes in WðtÞ are scheduled
to transmit at time t. The latency of a TDMA schedule W is
the last time slot such that there are still some node(s)
transmitting. Formally, the latency of W can be defined as
latðWÞ ¼ minft j Wðt0Þ ¼ ;; 8t0 > tg.

Minimum latency gossiping problem. Given a UDG
G ¼ ðVG;EGÞ such that each node has a message (depend-
ing on this node), find a TDMA schedule of minimum
latency such that each node successfully distributes its own
message to the entire network.

Note that, in order tomake sense for this problem,wehave
to assume that the network is strongly connected. Essentially,
the gossiping task can be viewed as all-to-all broadcast. Since
both terms have been used extensively in the literature and
they were studied in different message models in different
context, we have to distinguish between the following three
cases in order to clarify their problems and objectives:

1. Messages of unit size: In this model, all messages
have the same size. If a node needs to forward two
messages, it has to do two separate transmissions.
Those that belong to this category include [14],
[16], [22].

2. Messages of bounded size: In this model, nodes are
allowed to send a combined message up to some
limit (particularly up to logN , where N is the
number of nodes in the network). Those that belong
to this category include [1], [5]. In [1], nodes can
combine up to logN messages.

3. Messages of unbounded size: In this model, nodes are
allowed to send a combined message including all
messages it has received so far. Those that belong to
this category include [27], [17] [15], [6], [8].

Although they all look alike, this little difference is vital in
designing corresponding gossiping algorithms because each

case has its own lower bound as well as advantages/
disadvantages. The gossiping problem in these three cases
should be treated as three fundamentally different problems.
Note that our message model is one, the unit-size model.

Now, we introduce our terms, notations, and simple
facts. Let G ¼ ðVG;EGÞ be an undirected graph with
jVGj ¼ N . A graph center s is a node in a graph G such
that the length of the shortest path from s to the farthest
node is minimized. Graph centers may not be unique (i.e.,
there can be more than one node satisfying this property).
Let s0 be a fixed node in G. The subgraph of G induced by a
subset U of VG is denoted by G½U �. The depth of a node v is
the distance between v and s0, and the radius of G with
respect to s0, denoted by R, is maximum distance of all the
nodes from s0. They can be computed by conducting a
standard breadth-first search (BFS)[10] on G. For 0 � i � R,
the layer i of G consists of all nodes of depth i.

Let X and Y be two disjoint subsets of VG. We call X a
cover of Y if each node in Y is adjacent to some node inX. We
callX a minimal cover of Y ifX is a cover of Y and no proper
subset ofX is a cover of Y . IfX is a cover of V nX, thenX is
called a dominating set ofG. IfX is a dominating set andG½X�
is connected, then X is called a connected dominating set of G.
Suppose that X is a cover of Y . A node y 2 Y is said to be a
private neighbor of x 2 X if and only if y is a neighbor of x but
y is not a neighbor of any other node in X � fxg.1

A subset U � VG is an independent set (IS) of G if the
nodes in U are pairwise nonadjacent, and a maximal
independent set (MIS) U of G is an IS of G but no proper
superset containing U is an IS of G. Any node ordering
v1; v2; . . . ; vN of VG induces an MIS U in the following first-
fit manner: Initially, U ¼ fv1g. For i ¼ 2 up to n, add vi to U
if vi is not adjacent to any node in U . Clearly, any MIS of G
is a dominating set of G. If G is a UDG, then a set U is an IS
of G if and only if any pair of nodes in U are separated by a
euclidean distance greater than one. In addition, each node
can be adjacent to at most five nodes in any IS.

3 RELATED WORK

Lots of works have been done about the gossiping problem
in unbounded-size model [4], [6], [7], [9], [15], [19], [25],
[26]. Chrobak et al. showed that deterministic gossiping can
be performed in unknown directed ad hoc radio networks
in Oðn3=2 log2 nÞ time [6], [8]. A constructive version of their
algorithm was recently proposed by Indyk [19]. This result
was improved by Gasieniec and Lingas for networks with
diameter D ¼ n�, � < 1 [15]. They presented a gossiping
algorithm that runs in Oðn ffiffiffiffi

D
p

log2 nÞ time. These results
show that radio networks with a long diameter constitute a
bottleneck in deterministic radio gossiping with messages
of an arbitrary size. There is another approach for the radio
gossiping algorithm with running time OðDd2 log3 nÞ, where
d stands for the maximum in-degree of the underlying
graph of connections. Chrobak et al. proposed a rando-
mized radio gossiping algorithm with expected running
time Oðn log4 nÞ [7]. Studies on oblivious gossiping in ad
hoc radio networks can be found in [4]. Ravishankar and
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Singh studied this problem in two different models. They
presented distributed gossiping algorithms for networks
with nodes placed randomly on a line [25] and a ring [26].

The gossiping problem in bounded-size model was
studied in the matching model [2], [3]. The results presented
in [2] include the studies of the exact complexity of the
gossiping problem in Hamiltonian graphs and k-ary trees,
and optimal asymptotic bounds for general graphs (in the
matching model with unit messages). It also contains a
number of asymptotically optimal results inmatchingmodel
with messages of arbitrarily bounded size. Flamini and
Perennes also studied the gossiping problem in bounded-
size model [11]. They focused on graphs with bounded
degree. Bar-Yehuda et al. proposed a randomized gossiping
algorithm in log-size model for unknown topology [1].
Christersson et al. studied deterministic bðnÞ-gossiping
algorithms in ad hoc radio networks meaning that each
combined message contains at most bðnÞ single messages or
bits of auxiliary information, where b is an integer function
and n is the number of nodes in the network. They derived
theoretical upper bounds for many functions b [5].

Gossiping in the unit-size model has also been studied in
the literature. Gasieniec and Potapov studied this problem
in general graph model [16]. They proposed several optimal
or close to optimal OðnÞ-time gossiping procedures for
various standard network topologies, including lines, rings,
stars, and free trees. They also proved that there exists a
radio network topology in which the gossiping (with unit-
size messages) requires Oðn lognÞ time. Manne and Xin
designed a randomized gossiping algorithm in general
graphs that has latency Oðn lognÞ [22]. Gandhi et al. studied
the broadcast scheduling problem in the UDG model and
designed a constant approximation algorithm [14]. This
algorithm, if used in conjunction with Algorithms 1 and 2,
becomes a gossiping algorithm of constant approximation.
However, this combined algorithm is too large to be
practical because its approximation ratio is estimated to
be 1,947. This estimation is presented in Lemma 5 in the
appendix. Our interleaved gossiping algorithm is a sig-
nificant improvement and has ratio 27.

4 NAı̈ve GOSSIPING ALGORITHM

We start off with a naı̈ve gossiping algorithm, which will
later be improved by the interleaved gossiping algorithm.
The naı̈ve gossiping algorithm has three phases.

4.1 Phase I: Preprocessing

We assume that we can find a graph center s in the network.
This is possible by applying the Floyd-Warshall algorithm
[13]. Since it computes the lengths of the shortest paths
between every pair of nodes, we can simply look at the
distances between every pair of nodes and find such a node.
The details can be found in [10], [13]. The graph center s has
theproperty that the radiusof thewholenetworkwith respect
to s is minimized. Note that in order to running the Floyd-
Warshall algorithm, the knowledge of the whole network
topology is required, which may not be practical in some
scenarios. In such a case, we can arbitrarily pick up a node as
the graph center and run the same algorithm. Although this
way the network radiusmay be increased,we are guaranteed
that such a substitutewill at most double the network radius,

according to Lemma 1. Therefore, the overall gossiping
latency and approximation ratio will be at most doubled.

Lemma 1. In a graph G ¼ ðVG;EGÞ with s1; s2 2 VG. Suppose
thatR1; R2 are the radii ofGwith respect to s1; s2, respectively,
then R1 � 2R2.

Proof. Let dGðx; yÞdenote the hopdistance betweenx and y in
G. Then, according to the definition of radius, R1 ¼
maxx2GdGðs1; xÞ. Since dGðs1; xÞ � dGðs1; s2Þ þ dGðs2; xÞ,
we have maxxdGðs1; xÞ � dGðs1; s2Þ þ maxxdGðs2; xÞ �
2 maxxdGðs2; xÞ. Therefore, maxxdGðs1; xÞ � 2 maxxdGðs2; xÞ
and we are done. tu

Now we construct a BFS tree TBFS (details can be found
in [10]) for the network and divide all nodes into layers
(where the 0th layer is s alone and the 1st layer is its
neighbors). We sort all nodes in V according to their
distances to s in ascending order. Let BLACK be the MIS of
G induced by such a node ordering. The nodes in BLACK
are referred to as the black nodes, or dominators, as BLACK is
also a dominating set of G. The nodes not in BLACK are
called white nodes.

We construct the broadcast tree TBR according to
Algorithm 1. In the process of construction, we will choose
blue nodes as connectors to obtain a connected tree. Note
that, when this construction is completed, in TBR, each black
node will have a blue parent at the upper layer and each
blue node will have a black parent at the same layer or the
layer right next to it above.

Algorithm 1. Construction of the broadcast tree TBR

1: Connect s to all nodes in L1

/* At each layer i, we pick blue nodes to connect black

nodes at layer i and iþ 1 as follows: */
2: for each layer i from 1 to l� 1

/* Connect BLACKiþ1 to BLUEi */

3: for each black node v 2 BLACKiþ1
4: Find its parent pðvÞ in TBFS

5: Add pðvÞ to BLUEi

6: Connect pðvÞ to v in TBR

7: end for

/* Connect BLUEi to pðBLUEiÞ */
8: for each blue node w 2 BLUEi

9: Find w’s dominator dw
/* We can prove that w must be adjacent to at least a

black node dw either at layer i or i� 1. This property

holds due to the MIS selection method. */

10: Connect dw to w in TBR

11: end for

12: end for

/* Connect remaining white nodes */

13: for each remaining white node u

14: Find u’s dominator du
/* u must be adjacent to at least a black node du due to

the maximality of the MIS. */

15: Connect u to du in TBR

16: end for

4.2 Phase II: Data Collection

The algorithm in this phase is based on [12]. We modified
their algorithm slightly to fit our scenario here. In this phase,
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each node has a message to transmit and all messages are
relayed to s. We can use a simple interleaving algorithm as
shown inAlgorithm2.Laterwewill showthat therewill beno
collision at all and this phase terminates after 3ðN � 1Þ time
slots, whereN is the number of nodes in the network.

Algorithm 2. Data collection

/* We group Li’s according to i mod 3. */

1: Starting from t 0.

2: repeat

3: Pick a node xi 2 Li for each layer i with i � 1 mod 3

such that that xi either needs to transmit or forward a

message to its parent in TBFS . Schedule these xi’s to
transmit concurrently in time slot t. t tþ 1

4: Pick a node xi 2 Li for each layer i with i � 2 mod 3

such that that xi either needs to transmit or forward a

message to its parent in TBFS . Schedule these xi’s to

transmit concurrently in time slot t. t tþ 1

5: Pick a node xi 2 Li for each layer i with i � 3 mod 3

such that that xi either needs to transmit or forward a

message to its parent in TBFS . Schedule these xi’s to
transmit concurrently in time slot t. t tþ 1

6: until all nodes have finished transmitting and

forwarding

4.3 Phase III: Naı̈ve Broadcast

We simply apply the EBS algorithm in [18] as follows:
Starting from time 0, we schedule s to release a newmessage
every 48 time slots by applying the EBS algorithm in [18]
until all N messages have been released. All relay transmis-
sions of different packets released by s are executed in an
interleaving manner.

Now we state the following two theorems regarding the
correctness of the naı̈ve gossiping algorithm and the latency
of the naı̈ve broadcast schedule. Their proofs can be found
in the appendix:

Theorem 1. Collision will not happen in the naı̈ve gossiping
algorithm.

Theorem 2. The naı̈ve broadcast schedule has latency at most
48ðN þR� 2Þ þ 1, where N , R are the number of nodes in
the network and the radius of the network, respectively.

This latency can be further reduced in the next section.
Now we state the approximation ratio regarding the naı̈ve
gossiping algorithm as follows:

Theorem 3. The approximation ratio of the naı̈ve gossiping
algorithm is at most 51.

5 INTERLEAVED GOSSIPING ALGORITHM

The naı̈ve gossiping algorithm has approximation ratio 51.
Although it’s already an improvement of [14], we can
further reduce the latency by interleaving those broadcasts
to the fullest extent. We present our interleaved gossiping
algorithm, which simply replaces the phase III (naı̈ve
broadcast) by the interleaved broadcast (Algorithm 3).

Interleaved broadcast (to be used in Phase III). First, we
color all black nodes by applying the smallest-degree-last
ordering in G2 as described in [18]. Here, the colors are some
integers (from 1 to 12) to be used inAlgorithm 3. These colors
are unrelated to black, blue, or white nodes, introduced in
Algorithm 1. We need 12 colors according to [18].

Now we group every 24 time slots as one unit as shown
in Fig. 1. Black nodes only transmit within the first 12 slots
and blue nodes only transmit within the last 12 slots. In
each 24-slot unit, time slots 13-16 are reserved (i.e., will be
used) only for the blue nodes at layer i such that
i � 1 mod 3. Similarly, time slots 17-20 are reserved only
for the blue nodes at layer i such that i � 2 mod 3, and time
slots 21-24 are reserved only for the blue nodes at layer i
such that i � 0 mod 3, as shown in Fig. 2. The details of the
interleaved broadcast algorithm are given in Algorithm 3.
Note that, in a 24-slot unit, each black and blue node
transmits exactly once.

4 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 21, NO. X, XXX 2010

Fig. 1. Group 24 time slots in which the first 12 slots are for black nodes’
transmission and the remaining 12 slots are divided into three groups for
blue nodes’ transmission.

Fig. 2. Interleaved broadcast scheduling. Blank blocks represent idling time slots. The figure clearly shows that s releases four packets in the first
96 time slots and these four broadcasts are interleaved.
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Algorithm 3. Interleaved broadcast schedule
1: Color all black nodes by applying the smallest-degree-

last ordering in G2 using 12 colors as

described in [18]. Use C12 to denote this coloring, where

C12 is a function that maps a node x to a number in

f1; 2; . . . ; 12g.
2: for i from 1 to R

3: apply IMC (Algorithm 4) with X ¼ BLUEi, and Y ¼
fy j y is a child of some node x 2 BLUEi in TBRg to
obtain W0;W1; . . . . Define the function ‘ : BLUEi ! IN

as follows: ‘ðxÞ is defined as ‘ðxÞ ¼ l if x 2Wl.

4: end for

/* Note that ‘ is well defined on the whole vertex set

BLUE since BLUE ¼ S
i BLUEi. Also, ‘ðxÞ � 4 for all

x 2 BLUE since a blue node can have at most four

black children. */

5: Starting from t 0, schedule s to release a new
message every 24 time slots until all n messages have

been released.

6: for each layer i from 1 to R

Schedule each node x 2 Li according to the following

criteria.

7: if x is black, schedule x to transmit at time tþ C12ðxÞ.
8: if x is blue and i � 0 mod 3, schedule x to transmit

at time tþ 12þ ‘ðxÞ.
9: if x is blue and i � 1 mod 3, schedule x to transmit

at time tþ 16þ ‘ðxÞ.
10: if x is blue and i � 2 mod 3, schedule x to transmit

at time tþ 20þ ‘ðxÞ.
11: After having scheduled all nodes in Li, we update

t tþ 24

12: end for

Algorithm 4. Iterative minimal cover (IMC)

Input: A graph G ¼ ðV ;EÞ, vertex subsets X;Y � V such

that X is a cover of Y in G

Output: Disjoint vertex subsets W0;W1; . . . ;Wl such thatSl
i¼0 Wi ¼ X.

1: Initialize i 0; X0  X;Z  Y

2: repeat

3: i iþ 1

4: Find a minimal cover Xi � Xi�1 of Z.

5: Wi�1  Xi�1 �Xi

6: Z  Z � fz 2 Z j z is a private neighbor of some

node x 2 Xig
/* private neighbors are defined in x2, meaning z not

adjacent to any other node in Xi here. */
7: until Z ¼ ;
8: return W0;W1; . . . ;Wi

Algorithm 5. Minimal cover construction (sequential prun-

ing algorithm)

Input: A graph G ¼ ðV ;EÞ with vertex subsets X;Y � V

such that X is a cover of Y in G. An ordering

x1; x2; . . . ; xm of X.

Output: Minimal cover W � X

1: Initialize W  X.

2: for each i m to 1

3: if W � fxig is a cover of Y , remove xi from W .
4: end for

5: return W

Now we state the following two theorems regarding the
correctness and latency of the interleaved broadcast
schedule. Their proofs can be found in the appendix:

Theorem 4. Collision will not happen in the interleaved
gossiping algorithm.

Theorem 5. The interleaved broadcast schedule defined in
Algorithm 3 has latency 24ðN þR� 2Þ þ 1.

Now we state the following theorem regarding the
approximation ratio of the interleaved gossiping algorithm:

Theorem 6. The approximation ratio of our interleaved gossiping
algorithm is at most 27.

Theorems 2 and 5 are about the latency of the naı̈ve and
interleaved gossiping algorithms, respectively. Regarding
the message complexity of a specific node, we use the
number of transmissions to evaluate our algorithms. As for
the whole network, we define the maximum number of
transmissions as the maximum of the number of transmis-
sions of a node, where the maximum is taken over all nodes.
We state the following theorem and leave its proof in the
Appendix:

Theorem 7 (Message complexity). In both naı̈ve and
interleaved gossiping algorithms, the maximum number of
transmissions of the whole network is at most 2N .

6 AN EXAMPLE

In this section, we present an example of the interleaved
gossiping algorithm. Consider a network topology shown in
Fig. 3a. We divide all nodes into layers, as shown in Fig. 3b.
Then we construct the MIS layer by layer as shown in Fig. 3c.
In the first step, s is selected in the MIS and added to
BLACK0. In the second step, since the source is black, all
nodes at layer 1 must be white; otherwise, it won’t be
independent of s. In the third step, we select an MIS
b2; d2; e2; f2; h2 at layer 2, which must also be independent of
the black nodes of the previous layer, BLACK1, although
there is no black node at layer 1 and this does not have any
effect. Fig. 3c shows that b2; d2; e2; f2; h2 are added to
BLACK2. (Note that node identifiers are only shown
completely in Fig. 3a, and not shown in Fig. 3c for
simplicity.) We keep doing this and select black nodes until
all layers have been worked in this way. The black node
selection depends solely on G and there is nothing to do
with the BFS tree. Not until all blue nodes have been selected
do we need to consider the BFS tree, as shown in Fig. 4a. In
Algorithm 1, we are trying to add appropriate blue nodes to
interconnect all black ones. Since the source s does not have
an upper layer and there are no black nodes at layer 1, we
start from layer 2 directly. For each black node v at layer 2,
we find its parent pðvÞ, add pðvÞ to BLUE1, and connect
v; pðvÞ in the BFS tree, as shown in Fig. 4b.

In Fig. 4b, we see that b1; c1; d1; e1 at layer 1 are added to
BLUE1 and connected to some black nodes at layer 2. a1; f1
are not added to BLUE1, so they remain in WHITE. We

HUANG ET AL.: MINIMUM LATENCY GOSSIPING IN RADIO NETWORKS 5

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

Authorized licensed use limited to: CityU. Downloaded on May 17,2010 at 09:23:17 UTC from IEEE Xplore.  Restrictions apply. 



also connect a1; b1; c1; d1; e1; f1 to s since they are dominated
by s. We keep working this way on layer 3. For simplicity,
suppose that we have already found the black nodes at layer
3 and their corresponding blue nodes at layer 2. Fig. 3d
shows that there are three blue nodes (a2; c2; i2) at layer 2
connected to their black children at layer 3, g2 remains in
WHITE. So far, we have

L2 ¼ fa2; b2; c2; d2; e2; f2; g2; h2; i2g;
BLACK2 ¼ fb2; d2; e2; f2; h2g;
BLUE2 ¼ fa2; c2; i2g;
WHITE2 ¼ fg2g:

8>><
>>:

Now, for each blue or white node at layer 2, we know
that it must be adjacent to at least one black node either at
layer 2 or layer 1, since BLACK2 is a maximal independent
set. Because of its maximality, each nodes of L2 must be
adjacent to at least one black node in BLACK1 or BLACK2.
However, since BLACK1 ¼ ;, each node of BLUE2 or
WHITE2 must be adjacent to at least one node in BLACK2,
as shown in Fig. 4b. We keep doing this for all layers and
the broadcast tree will be constructed in this way.

An example of data collection is described here. Since in
Algorithm 2 we only need layer numbers to do scheduling,

whether a node is black, blue, or white makes no difference
and we only need to consider the topology in Fig. 3a as well
as layer information in Fig. 3b. Nodes are named in the
following way: Note that, except for s, we use the subscript
to represent the layer. For example, at the first layer, we
have a1; b1; . . . ; f1. According to Algorithm 2, we randomly
pick up a node in L1 ¼ fa1; b1; . . . ; f1g, say a1, to transmit in
time slot 0. We also randomly pick up a node in L4; L7; . . .
(not shown in Fig. 4a) and schedule them to transmit
concurrently. Then we randomly pick up a node, say a2, in
L2 to transmit in time slot 1. We also pick up a node in
L5; L8; . . . (not shown in Fig. 4a) and schedule them to
transmit concurrently. We just follow this method until all
nodes have finished transmitting and forwarding.

Finally, we present an example of interleaved broadcast
scheduling. First, we consider G2 (the 2nd power graph of
G, i.e., the graph with the same vertex set of G but having
all two-hop paths in G as its edges) and give a 12-coloring to
all black nodes by applying the smallest-degree-last order-
ing. Note that this 12-coloring is represented as numbers
and has nothing to do with the black, blue, or white colors,
which only refer to node sets. Fig. 4c shows (part of) G2

6 IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL. 21, NO. X, XXX 2010

Fig. 4. (a) BFS tree. (b) Broadcast tree. (c) Smallest-degree-last coloring in G2. (d) IMC.

Fig. 3. (a) G’s topology. (b) Layers of G. (c) Layered MIS.
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with colors and degrees. Numbers in parentheses represent
degrees and numbers without parentheses represent colors.
We then run IMC layer by layer to obtain the function ‘ as
follows: Starting from X ¼ BLUE1 Y ¼ BLACK2, X0 is set
to X and Z is set to Y . Now the minimal cover of Z will be
X0 itself (in this particular case only), so X1 ¼ X0 and
W0 ¼ X0 �X1 ¼ ;.
fb2; e2; f2; h2g is the set of private neighbors of X0 and Z

is therefore reset to Z n fb2; e2; f2; h2g ¼ fd2g. In the second
iteration, the minimal covering of Z can either be fb1g or
fc1g, so we arbitrarily pick X2 ¼ fc1g � X1. Therefore,
W1 ¼ X1 �X2 ¼ fb1; d1; e1g, Z  Z n fd2; e2g ¼ ;. So we
stop and set W2 ¼ X2 ¼ fc1g. Therefore, ‘ is defined on
BLUE1 as follows: ‘ðxÞ ¼ 1 8x 2W1 ¼ fb1; d1; e1g, and
‘ðc1Þ ¼ 2. We keep applying IMC layer by layer this way
(next one X ¼ BLUE2 and Y ¼ BLACK3). The details are
omitted for simplicity.

Now we come to the scheduling part. Since white nodes
are not scheduled, we can ignore them. According to
Algorithm 3, s is scheduled to transmit in time slot 0 and all
nodes in L1 will receive the message collision free. Then
from time slots 1 to 12, all nodes will be idling since there is
no black node in L1. The transmission between BLUE1 and
BLACK2 will be scheduled from 13 to 16, and 17-24 are
idling slots according to Algorithm 3. The actual transmis-
sion slots during 13-16 will be determined according to the
function ‘ as described on lines 7-11 in Algorithm 3. Fig. 4d
shows an example of how to determine those actual
transmission slots. Therefore, b1; d1; e1 are scheduled to
transmit in slot 13, c1 is scheduled to transmit in slot 14, and
15, 16 are both idling slots.

Now, we schedule the black nodes from slot 25 to slot 36
according to their color. As shown in Fig. 4b, BLACK2 ¼
fb2; d2; e2; f2; h2g, where colorðb2Þ ¼ #4, colorðd2Þ ¼ #6,
colorðe2Þ ¼ #7, colorðf2Þ ¼ #10, and colorðh2Þ ¼ #12. There-
fore, b2; d2, e2; f2; h2 are scheduled to transmit in time slots 28,
30, 31, 34, 36, respectively, and thus, 25, 26, 27, 29, 32, 33, 35
are idling slots. To summarize this example, the overall
interleaved broadcast schedule from time slots 0 to 36 is
shown inTable 1. In this table, “-” represents idling time slots.

7 DEALING WITH THE SINGLE POINT OF FAILURE
PROBLEM

Both the naı̈ve and interleaved gossiping algorithms suffer
from the single point of failure problem because both
algorithms need to gather data to a single node s and then
broadcast them later. This can be a serious problem in the
systems where nodes have a nonnegligible failure prob-
ability. Now we consider the gossiping problem when a
node v 2 V fails. We assume that the source is able to detect
the failure of any black or blue node. This assumption is
reasonable because each transmitter can use the watchdog

mechanism [23] (i.e., each transmitter can overhear its
receiver’s relay message to detect any transmission failure).
When a failure occurs, the transmitter can unicast it to the
source node. In case of white nodes’ failure, we can simply
ignore it simply because they do not relay messages.
Therefore, the failed node v be either blue or black, source
or nonsource. The failure may occur in either phase II or
phase III. We do not consider the case where v fails in Phase
I because no scheduling is involved and we can reapply the
interleaved gossiping algorithm once again in the new
network. Note that the induced subgraph G½V � fvg� may
not be connected. However, if it is not connected, we can
run all of our algorithms (to be presented in this section) in
any connected component, which can be determined by
performing a network-wide neighbor exploration. Note that
this can be achieved by performing a distributed BFS
search. For this reason, we may assume that G½V � fvg� is
connected. We distinguish between the following cases:

Case 1: v fails in Phase II, and v 6¼ s. We do the followings:

1. Construct the amended BFS tree TBFSðvÞ using
Algorithm 6.

2. Apply Algorithm 2 on TBFSðvÞ for Phase II.
3. For Phase III, we do the followings. We construct

the amended broadcast tree TBRðvÞ using Algo-
rithm 7. Apply the interleaved broadcast algorithm
(Algorithm 3) on TBRðvÞ.

Algorithm 6. Construction of the amended BFS tree

TBFSðvÞ, v 6¼ s

/* Let VBFSðvÞ denote the vertex set of the subtree
rooted at v in TBFS . */

1: Add to TBFSðvÞ the edges that are in TBFS but not

incident to any nodes in VBFSðvÞ.
2: For each node w 2 VBFSðvÞ; w 6¼ v, perform a BFS

traversal from fx 2 V � VBFSðvÞj x is adjacent to some

node(s) in VBFSðvÞ � vg to VBFSðvÞ � fvg and add

corresponding edges to TBFSðvÞ using the algorithm

in [10].
3: Finally we update the layer of each node in VBFSðvÞ �
fvg accordingly.

/*Note that the

radius of TBFSðvÞ may be different than that of TBFS .

Also, G½VBFSðvÞ � v�may not even be connected and we

may not be able to traverse it completely. In this case,

we simply traverse the connected component

containing s. */

Case 2: v fails in Phase III, and v 6¼ s. In this case, data

aggregation has already terminated. All data have been

transmitted to the source node s. Similar to Case 1, we do

the followings:

1. Construct the amended BFS tree TBFSðvÞ.
2. Construct the amended broadcast tree TBRðvÞ using

Algorithm 7.
3. Apply Algorithm 3 on TBRðvÞ.

Algorithm 7. Construction of the amended broadcast tree

TBRðvÞ, v 6¼ s

1: First we add to TBRðvÞ all edges in TBR not incident to

VBFSðvÞ � fvg.
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/* We construct the amended black
set BLACKðvÞ in VBFSðvÞ � fvg as described below.

(Note that VBFSðvÞ, defined above, stands for the vertex

set of the subtree rooted at v in TBFS .) */

2: Sort all nodes in VBFSðvÞ � fvg according to their

distances to s in ascending order. Let fz1; z2; . . .g denote
this ordering.

3: Initialize BLACKðvÞ  ;.
4: for i ¼ 1 up to jVBFSðvÞ � fvgj
5: Add zi to BLACKðvÞ if zi is not adjacent to any node

in BLACKðvÞ [ ðBLACKnVBFSðvÞÞ.
6: end for

/* Now we choose blue nodes and use them to

connect black nodes. Let BLUEðvÞ denote the amended

blue vertex set. */

7: Initialize BLUEðvÞ  ;
8: for each layer i in TBFSðvÞ

/* Connect black nodes to blue ones */

9: for each black node v 2 BLACKðvÞ \ Liþ1
10: Find its parent pðvÞ in TBFSðvÞ
11: Add pðvÞ to BLUEðvÞ
12: Connect pðvÞ to v in TBRðvÞ
13: end for

/* Connect blue nodes to black ones */
14: for each blue node w 2 BLUEðvÞ \ Li

15: Find w’s dominator dw
16: Connect dw to w in TBRðvÞ
17: end for

18: end for

/* Connect remaining white nodes */

19: for each remaining isolated white node u

20: Find u’s dominator du
21: Connect u to du in TBRðvÞ
22: end for

Case 3: s fails in Phase II or III. If s fails in either phase,
we run the amended gossiping algorithm presented in
Algorithm 8.

Algorithm 8. Amended gossiping algorithm when s fails

/* Amended data collection */

1: Construct an MIS in L1, denoted by MISðL1Þ ¼
fs1; . . . ; si�g

/* Note that i� is the size of MISðL1Þ. We know that

i� � 5 since L1 is contained in a disk of radius 1, which

can have at most 5 independent nodes. */
2: For each node in L1, finds a dominator for it. Let DðwÞ

denote the set of dominatees dominated by w.

3: Apply Algorithm 2 with an imaginary source s and

TBFS as if s still existed. /* s does not

exist any more. Such schedule results in gathering data

to MISðL1Þ. Each node w 2MISðL1Þ has the messages

from
S

x2DðwÞ VBFSðxÞ. */

4: for each si (where 1 � i � i�)
5: Construct the multicast tree Tsi

MC with source node si
and destination nodes MISðL1Þ � fsig using
Algorithm 9 (in any order).

6: Schedule si to release a new message every 3 time
slots by applying Algorithm 10 on Tsi

MC sequentially to

multicast its messages from si to MISðL1Þ � fsig.
7: end for /* Note that each si has already gathered all

messages from the whole network. */

/* Amended interleaved broadcast. */

8: for each si (1 � i � i�)
9: Schedule si to release all received messages in every

24 time slots by applying Algorithm 3 in parallel

until done.

10: end for /* This behaves as if there

were an imaginary source node s that releases a

message every 24 time slots with its own idling slots

removed. */

Algorithm 9. Construction of the multicast tree

Input: A graph G ¼ ðV ;EÞ, a source node s0, and a set of

destination nodes fdst1; dst2; . . . ; dstlg
Output: A tree TMC rooted at s0 with leaves

fdst1; dst2; . . . ; dstlg
1: Initialize TMC to be an empty tree.

2: for i from 1 to l

3: Find a shortest path from s to dsti, denoted by
PATHi ¼ fpi0; pi1; . . . ; pikig, where pi0 ¼ s0 and
piki ¼ dsti.

4: if i > 1 then

5: We find a node pih 2 PATHi such that the

following conditions hold: (1) pih is adjacent to some

node pjj0 2 PATHj for some j < i. (2) 8h0 > h, pjh0 is not

adjacent to any node on PATH1; . . . ; PATHi�1.
6: Update PATHi as follows: PATHi  
fpj0; pj1; . . . ; pjj0 ; pih; pi;hþ1; . . . ; pikig

7: end if

8: end for

9: Add PATHi (both the nodes and links) to TMC .

Algorithm 10. Multicast scheduling

Input:A graph G ¼ ðV ;EÞ, a multicast tree TMC with source
node s0 and destination nodes fdst1; dst2; . . . ; dstlg, and
starting time Tstart.

For any node x 2 TMC let distðxÞ denote the

hop-distance between x and s0 in TMC .

1: for each node x 2 TMC

2: Schedule x to transmit in time slot Tstart þ distðxÞ.
3: end for

Theorem 8. The amended gossiping algorithm of both cases 1 and

2 is a valid scheduling algorithm and its approximation ratio is

at most 27.

Theorem 9. The amended gossiping algorithm of case 3

(Algorithm 8) is a valid scheduling algorithm and its

approximation ratio is at most 29.

8 CONCLUSION AND FUTURE WORK

We studied the minimum latency gossiping problem in

multihop radio networks. We first presented a naı̈ve

gossiping scheme that achieved approximation ratio 51,
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and then we improved it by introducing the interleaved
gossiping algorithm that has ratio 27. In both algorithms,
we took great advantages of UDG’s geometrical properties.
However, the UDG model does not completely reflect the
reality, and the gossiping problem can be reinvestigated in
more practical models. For example, we can consider the 2-
disk model in which the transmission range is distin-
guished from the interference range (usually the inter-
ference range is some 2-5 times larger). In this model, we
still assume that both transmission and interference ranges
are disks and use two radii to represent them. We believe
that our algorithms can be extended to this model by
relaxing the approximation ratios as follows: We still find
MIS and construct broadcast trees according to the
transmission radius. However, in all interleaved transmis-
sions, instead of separating each transmission by three
hops, we need to enlarge this hop distance correspondingly
according to the interference radius. This way we can still
get a gossiping algorithm with a slightly large approxima-
tion ratio. This ratio may not be a constant anymore as
compared to the interleaved gossiping algorithm with ratio
27. This ratio may depend on the interference radius, since
obviously large interference radius may increase this ratio.

Another network model we can consider for a possible
future extension is the signal-to-noise ratio (SNR) model.
This model may not be an easy extension anymore, as it’s
not a deterministic model and randomness is involved. In
this case, we believe that we can still take some advantage
of its geometrical properties as we did in this work, but we
need to add some randomness to it.

Finally, as another future work, we want to design the
distributed version of this gossiping algorithm. This work is
basically centralized, as we that assume the full topology is
known and both the broadcast tree and scheduling
algorithms need topology information. However, this
assumption may be relaxed, since in all algorithms of this
work, we only need topology information of neighboring
layers. It means that we only need local topology informa-
tion. For this reason, we believe that our gossiping
algorithm can be designed in a distributed fashion.

APPENDIX
Here, we will provide the detailed proof of each theorem
presented in the main text. We will first introduce three
lemmas. Each lemma is a separate result, singled out instead
of being placed within a theorem for shortening the lengthy
proof. In the end, we will present a lemma regarding the
approximation ratio of the state-of-the-art gossiping algo-
rithm in the literature, which has significantly higher ratio
compared with our interleaved gossiping algorithm. There-
fore, our algorithm is a significant improvement.

First, we prove Theorems 1 and 2. In order to prove
Theorem 1, we introduce Lemma 2 as follows:

Lemma 2. Collision will not happen in the data collection
schedule defined in Algorithm 2.

Proof. If two nodes u 2 Li and v 2 Lj satisfy ji� jj > 2, then
there will be no collision between u; v for the following
reason: If collision happens, then there exists a node w
adjacent to both u and v, which contradicts to ji� jj > 2.
Algorithm 2 is designed in the 3-interleaving fashion
such that in any time slot, within any three consecutive

layers, there can be at most one node transmitting. For
this reason, collision will never happen. tu

Proof of Theorem 1. According to Lemma 2, no collision
will happen in Phase II. Now we prove that collision will
not happen in Phase III (naı̈ve broadcast) as follows: The
naı̈ve broadcast algorithm applied the EBS algorithm in
[18], so a single execution of EBS will not cause any
collision according to [18]. The naı̈ve broadcast algorithm
calls EBS as a subroutine every 48 time slots, which
means that each call of EBS will be separated by at least
three layers according to the properties of EBS. There-
fore, collision will not happen. tu

Proof of Theorem 2. The broadcast of first message will be
completed in time slot 1þ 48ðR� 1Þ. Since the broadcast
of all messages is interleaved and each message is
released every 48 time slots, the following N � 1
messages will arrive every 48 time slots. Therefore, the
last message will arrive after 48ðN � 1Þ time slots and the
latency of the naı̈ve broadcast algorithm becomes
48ðN þR� 2Þ þ 1. tu

Now we introduce Lemmas 3 and 4, which will be used
in the proof of Theorem 3.

Lemma 3. The data collection schedule defined in Algorithm 2
has latency 3ðN � 1Þ.

Proof.According to Algorithm 2, s receives a message every
three time slots. Moreover, there are N � 1 nodes that
have a message to be sent to s (excluding s itself).
Therefore, after 3ðN � 1Þ, all messages will be received
by s and the data collection schedule terminates. tu

Lemma 4.N þR� 1 is a lower bound for the gossiping problem.

Proof. First, we claim that at least one node should transmit
R times for the following reason: There are N messages.
The broadcasting of each message requires at least R
transmissions, so the total number of transmissions is at
least N�R. Hence, at least one node transmits R times.

Each node has to receive N � 1 times. For a node that
transmits at least R times, it needs at least N þR� 1
time slots. Therefore, we found N þR� 1 is a lower
bound for the gossiping problem. tu

Proof of Theorem 3. According to Lemma 3 and Theorem 2,
we get a combined latency of 3ðN � 1Þ þ 48ðN þR �
2Þ þ 1 < 51 � ðN þR� 1Þ. According to Lemma 4, N þ
R� 1 is a lower bound. Therefore, the approximation
ratio is clearly at most 51. tu

Proof of Theorem 4. The interleaved gossiping algorithm
has three phases in which phase I is preprocessing and
doesnot involveactual scheduling.According toLemma2,
collision will not happen in phase II. Therefore, we only
have to prove that collision will not happen in phase III,
which is Algorithm 3. We look at the following cases:

1. Black nodes do not cause collision to any blue
nodes. This is because the first 12 time slots
within a 24-slot round are reserved for black
nodes only. No blue nodes are scheduled to
transmit during these 12 slots and no collision
will happen.
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2. Black nodes do not cause collision to each other.
This can be proved according to the 12-coloring
property. A black node is scheduled to transmit
according to its color. Therefore, any two con-
currently transmitting black nodes must have the
same color, and according to the geometrical
property of the 12-coloring, the distance between
any such pair of nodes must be at least 2. If
collision happens, concurrently transmitting
black nodes must have a common neighbor,
which is a contradiction. More details regarding
the 12-coloring can be found in [18].

3. Blue nodes do not cause collision to any black
nodes. This is because the last 12 time slots within
a 24-slot round are reserved for blue nodes only.
No black nodes are scheduled to transmit during
these 12 slots and no collision will happen.

4. Blue nodes do not cause collision to each other.
Consider two blue nodes u 2 BLUEi and v 2
BLUEj. If ji� jj > 2, there will be no collision
because u; v cannot have a common neighbor. If
ji� jj � 2 and i 6¼ j, then there will be no
collision because transmissions are all inter-
leaved for different layers and u; v will be
scheduled to transmit in different time slots
according to Algorithm 3. Finally, if i ¼ j, there
will be no collision either because blue nodes at
the same layer are scheduled according to IMC
(Algorithm 4). The detailed proof of this part
(that IMC does not cause any collision) can be
found in [18]. tu

Proof of Theorem 5. The broadcast of first message will be
completed in time slot 1þ 24ðR� 1Þ. Since the broadcast
of all messages is interleaved, and each message is
released every 24 time slots, the following N � 1
messages will arrive every 24 time slots. Therefore, the
last message will arrive after 24ðN � 1Þ time slots and the
latency of Algorithm 3 becomes 24ðN þR� 2Þ þ 1. tu

Proof of Theorem 6. According to Lemma 3 and Theorem 5,
we get a combined latency of 3ðN � 1Þ þ 24ðN þR �
2Þ þ 1 < 27�ðN þR� 1Þ. According to Lemma 4, N þ
R� 1 is a lower bound. Therefore, the approximation
ratio is clearly at most 27. tu

Proof of Theorem 8. The data collection part is based on
TBFSðvÞ in case 1. Therefore, according to Lemma 2, there
will be no collision and the latency is 3ðN � 1Þ. The data
collection part in case 2 is Algorithm 2, which also has
latency 3ðN � 1Þ. As for the broadcast schedule in both
cases, collision will not happen for the same reason as
Theorem 4. However, the latency will be slightly
increased as the depth of TBRðvÞ may exceed the radius
of TBFSðvÞ by 1 for the boundary between the original
black nodes and newly added black nodes (i.e., between
BLACKnVBFS and BLACKðvÞ). On the boundary, we do
not have the property that each blue node has a black
parent at the same layer or the layer right next to it
above. Instead, the blue nodes on the boundary may
have a black parent at the layer (w.r.t. to TBFSðvÞ) below,
and the overall radius may increase by 1. Therefore, the
latency is at most 24ðN þRðvÞ � 1Þ þ 1, where RðvÞ is the
radius of TBFSðvÞ. The latency of the amended gossiping

algorithm is therefore bounded by 27ðN þRÞ and the
approximation ratio is at most 27. tu

Proof of Theorem 9. In Algorithm 8, line 3 takes 3ðN � 1Þ
time slots since it is applied as if s were still there. The
multicast part (lines 4-7) takes at most 5ðRðsÞ þ 4Þ þN .
The amended interleaved broadcast (lines 8-10) takes
24ðN þRðvÞ � 3Þ þ 1 (similar to the proof of Theorem 5).
Therefore, the overall latency is bounded by 29ðN þ
RðvÞ � 1Þ � 25 and the approximation ratio is at
most 29. tu

Finally, we present the following lemma about the
approximation ratio of the state-of-the-art gossiping algo-
rithm in the literature, which is a combined algorithm of
Algorithms 1 and 2 of this work as well as the broadcast
algorithm proposed in [14]:

Lemma 5. The combination of Algorithms 1 and 2 of this work as
well as the broadcast algorithm proposed in [14] is a gossiping
algorithm with approximation ratio 1,947. In other words, if
we replace the EBS algorithm by [14] in the naı̈ve gossiping
algorithm, the resulted algorithm is a gossiping algorithm with
approximation ratio 1,947.

Proof. First, by straightforward calculation, we know that
the latency of the single-source broadcast algorithm in
[14] is 648R, where R is the radius of the network.
According to Lemma 3, the data aggregation latency is
3ðN � 1Þ, where N is the number of nodes. Since [14]
should be executed repeatedly such that each execution
is separated by at least three layers, [14] should be
executed every 3� 648 ¼ 1;944 time slots, and it should
be executed N times. Therefore, the broadcast latency of
these N packets is exactly 1;944ðN þR� 2Þ þ 1 and the
overall gossiping latency is 3ðN � 1Þ þ 1;944ðN þR �
2Þ þ 1 ¼ 1;947ðN þR� 1Þ. According to Lemma 4, its
approximation ratio is at most 1,947. It is trivial to verify
that this bound is tight, so we omit this verification. tu

Proof of Theorem 7. In either algorithm, in Phase II (the
data aggregation part), a node needs to transmit its own
packet as well as forwarding a packet for each of its
descendants in the BFS tree. Therefore, a node needs to
transmit at most N times. In Phase III, either the naı̈ve or
interleaved broadcast, a node needs to forward at most
N packets for its parents, so a node needs to transmit at
most N times. Therefore, a node needs to transmit at
most 2N messages. tu
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