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Abstract—This paper presents a theoretical analysis of the max-
imum throughput of a wireless mesh backhaul network that is
achievable over a practical carrier sense multiple access with col-
lision avoidance (CSMA/CA) medium access control (MAC) pro-
tocol. We resort to the multicommodity flow (MCF) formulation
augmented with the conflict-graph constraints, whereas we use a
novel approach to take into account the collision overhead in the
distributed CSMA/CA MAC. Such overhead due to random access
has been ignored by existing MCF-based capacity studies, which
assume impractical centralized scheduling and result in aggressive
capacity planning, which is unachievable over the CSMA/CA
MAC. This paper makes the following three main contributions:
1) we develop a generic method of integrating the CSMA/CA MAC
analysis with the MCF formulation for optimal network capacity
analysis, which readily generates an upper bound of the network
throughput; 2) we define a new concept of CSMA/CA clique and
theoretically study its relationship to a CSMA/CA area in terms
of throughput; and 3) using the CSMA/CA clique as a tool, we
derive a lower bound of the network throughput achievable over
the CSMA/CA MAC by clique-based MCF formulation. NS-2
simulation results are presented to demonstrate the tightness of
the upper and lower bounds that are newly developed, compared
to those based on the MCF formulation assuming a slotted system
and centralized scheduling.

Index Terms—Carrier sense multiple access with collision
avoidance (CSMA/CA), conflict graph, multicommodity flow
(MCF), network capacity, wireless mesh network.

I. INTRODUCTION

A WIRELESS mesh backhaul network connects access
networks through multihop wireless links to the Internet

backbone. The network capacity of importance to a backhaul
network is the total throughput that traverses the given set
of ingress/egress edge nodes. The maximum network capacity
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is normally coupled with optimal routing and scheduling to
form a network dimensioning issue [1], [2]. One fundamental
issue in the multihop wireless networks, which is different
from the wireline case, is that the neighboring hops along
a path, when transmitting over the same spectrum, have to
contend for channel access and cannot transmit at the same
time. The conflict graph or contention graph is a popular
tool for modeling the interference among different wireless
links [3]–[5]. The main-thread approach for wireless network
dimensioning is to apply a multicommodity flow (MCF) for-
mulation, augmented with constraints derived from the conflict
graph [1]–[3], [6], [7].

The conflict-graph constraints can be defined based on either
the independent set or the clique [3]. The existing MCF-
based dimensioning studies mainly focus on the independent-
set-based formulation, where the MCF solution can generate
an optimal centralized scheduling (under the assumption of a
synchronized slotted system): the maximal independent sets
(MISs) take turns in grabbing the channel for data transmis-
sion, with the proportion of transmission time for each set
determined by the MCF solution. However, the maximum
throughput based on the optimal centralized scheduling is not
achievable for a network that applies a distributed carrier sense
multiple access with collision avoidance (CSMA/CA) protocol
for medium access control (MAC), e.g., the IEEE 802.11
distributed coordination function (DCF). The main reason for
this is that collisions are inevitable for the CSMA/CA MAC due
to its nature of random access, which leads to reduced channel
utilization. Many MCF capacity studies [3], [8], [9] claim that
the impact of 802.11 is considered, but it is, in fact, treated as a
specific protocol interference model to define the conflict graph
for centralized scheduling. Therefore, it is of critical importance
to develop analytical tools for determining the maximum net-
work throughput that is achievable over a practical CSMA/CA
MAC. This paper has three main contributions along such a
direction.

First, we develop a generic method of integrating CSMA/CA
MAC analysis with the MCF formulation, and therefore, the
random access collision overhead could be incorporated into
the network capacity analysis. Note that it is hard to continue
with the independent-set model to study the impact of channel
collisions, because the purpose of an independent set is to
identify links that are located far away from each other and,
thus, can simultaneously transmit without interference. There-
fore, in this paper, we resort to the clique-based method. A
clique contains links that mutually conflict with each other.
By considering each clique as one single-hop area, we reveal
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that applying the channel utilization analysis for a single-hop
CSMA/CA area to each clique gives a generic method of
correlating the MCF formulation with the CSMA/CA MAC
modeling. To the best of our knowledge, this is the first ef-
fort in this direction. In [10], we theoretically demonstrate
that the maximum normalized throughput within a single-hop
area, denoted as R∗

g and called the optimal operation point,
is determined by the CSMA/CA nature and is independent
of the MAC implementation details. In the multihop context,
the protocol-independent throughput analysis implies that the
total channel utilization within a maximal clique is at most
R∗

g < 1, whereas the existing MCF formulations consider that
the channel utilization within a maximal clique can be up to
1 for computing a capacity upper bound [3], [11]. With the
modified clique utilization of R∗

g , a tighter upper bound of the
network throughput over the CSMA/CA MAC can be obtained.

The second main contribution of the paper is a theoreti-
cal study of the relationship between a CSMA/CA area and
its associated CSMA/CA clique. A circle with a diameter
of carrier-sensing range is defined as a CSMA/CA area. A
CSMA/CA clique consists of the links incident to the nodes
in the CSMA/CA area. The CSMA/CA clique is a newly
proposed concept, different from the maximal clique. Note
that integrating the CSMA/CA optimal operation point analysis
with the clique-based MCF formulation to compute achievable
throughput is not only a combination issue. For convenience,
we define two nodes within the carrier sensing range of each
other as interfering nodes, which could also be stated as there
exists interference between the two nodes. The clique focuses
on the interference among links, whereas a CSMA/CA area
focuses on the interference among sending nodes in spite of the
receiver nodes. We theoretically prove that the total normalized
throughput over a CSMA/CA clique can be transformed to that
over a CSMA/CA area and can thus be also constrained by
the maximum throughput R∗

g. We further prove that the total
throughput constraint of R∗

g can ensure the achievability of any
heterogeneous rate allocation within a CSMA/CA area, with
the transmission opportunity (TXOP)-based [12] differentiation
scheme applied. Such theoretical results provide a foundation
for deriving the lower bound of the network throughput.

The third main contribution of this paper is the theoretical
proof of a sufficient condition that guarantees the achievability
of a network flow allocation over the CSMA/CA MAC. The
essence of enhancing the clique-based MCF formulation to
generate feasible network throughput is to take into account the
interference among different cliques, whereas the basic clique
constraints themselves (well known as necessary conditions)
simply describe the interference within each clique. By lever-
aging our new tools of CSMA/CA area and CSMA/CA clique,
we prove, for any given mesh network, that one sufficient
condition that ensures the MCF capacity solution achievable
over the CSMA/CA MAC (i.e., generating a lower bound)
is the normalized throughput over any maximal CSMA/CA
clique ≤ γR∗

g , with the TXOP differentiation scheme applied
for heterogeneous rate allocation. The scaling factor γ(≤ 1)
is determined by the maximum number of network nodes that
may interfere with a tagged sending node and the minimum
number of network nodes covered by a maximal CSMA/CA

area. We further prove that such a sufficient condition (≤ γR∗
g)

also applies to maximal cliques. In particular, it is proved
that γ = 1/4 for a uniform network in which all the nodes
are uniformly or regularly distributed. Compared to the upper
bound, the lower bound indicates that the sufficient clique con-
dition developed for the CSMA/CA MAC can ensure a feasible
capacity, which is at least γ (e.g., 1/4 for a uniform network)
of the maximum capacity achievable over the CSMA/CA or
γR∗

g of the maximum capacity under the optimal centralized
scheduling. The factor γ is often called the capacity efficiency
ratio of the algorithm.

The MCF problem over wireless mesh networks is NP-hard
in general [3], [8]. Capacity bound analysis is a typical ap-
proach for dealing with such hard problems [8], [11]. We notice
that the lower bound indicated by a capacity efficiency ratio of
γ = 1/4 is conservative. This is because the clique constraints,
by nature, only model the interference in local areas; for the
local analysis to be applicable over the whole network, the
worst case modeling of the interference has to be applied. Note
that the efficiency ratio of 1/4 that was obtained in this paper
is an improved lower bound compared to the existing studies.
In a slotted system, both capacity-planning algorithms [13]
and distributed-scheduling algorithms [14] have been studied,
which can guarantee a capacity efficiency ratio of 1/K; the vari-
able K denotes the network interference degree, and it has been
shown that (1/K) = (1/8) under the 802.11-like interference
model [15]. In [16], a capacity efficiency ratio of 1/6 is derived
for a centralized greedy maximal scheduling algorithm under
the 802.11-like interference model. We would like to emphasize
that almost all of the existing capacity efficiency ratio studies
assume a slotted system.

To the best of our knowledge, this paper is the first the-
oretical capacity analysis over the CSMA/CA MAC in the
network-dimensioning context based on the MCF formulation.
The significant advantage of our capacity analysis is that the
MCF capacity planning results can directly be deployed over
the distributed CSMA/CA MAC and the complex scheduling
issue is totally avoided. The work in [11] studied sufficient
clique constraints for computing achievable MCF capacity, but
assuming centralized scheduling. Moreover, the analysis in [11]
could only prove the existence of a scheduling mechanism,
but how to find a distributed scheduling mechanism was in-
dicated as a well-known open issue. In this paper, we will
present simulation results to explicitly demonstrate that the
MCF capacity planning results under a centralized scheduling
(e.g., MIS-based scheduling) is not feasible over a distributed
CSMA/CA MAC. Thus, arbitrarily applying MCF capacity
planing over CSMA/CA MAC without thorough consideration
is unsatisfying.

The remainder of this paper is organized as follows.
Section II reviews more related work. Section III summarizes
the CSMA/CA optimal operation point analysis. Section IV
describes the MCF formulation for a wireless mesh network.
Section V investigates the upper and lower bounds of the net-
work capacity over the CSMA/CA MAC. Section VI presents
some ns-2 simulation results to demonstrate the tightness of the
upper and lower bound that are newly developed. Section VII
gives the concluding remarks.
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II. RELATED WORK

Note that there is a thread of capacity analysis to study the
asymptotic scaling laws of the network capacity versus the
network size; refer to [17]–[20] and the references therein. In
this paper, however, we focus on computing the achievable
capacity of a given wireless mesh network.

There are two models—the protocol interference model and
the physical interference model [3], [17]—for defining the
conditions for a successful transmission. Under the physical
interference model, also known as the signal-to-interference-
plus-noise-ratio (SINR) model, a transmission is successful if
and only if the SINR at the intended receiver exceeds a specified
threshold. Although the physical model is an accurate descrip-
tion of the real system, the SINR calculation is a nonconvex
function with respect to the transmission power, which incurs
high computational complexity in solving a capacity optimiza-
tion problem under the physical model. To circumvent the
complexity issue, the protocol interference model has widely
been used in the wireless networking research community. Un-
der the protocol interference model, a successful transmission
occurs when a node falls inside the communication range of its
intended transmitter and out of the interference range of other
nonintended transmitters. A recent paper [21] discusses how the
interference range is properly set so that a physical interference
model can accurately be transformed to a protocol interference
model. We adopt the protocol interference model in this paper.

The MCF problem under the protocol interference model
is, however, NP-hard in general [3]. A rigorous NP-hardness
proof is given in [8]. The lower and upper bounds of such
an NP-hard problem can be computed by solving a linear-
programming (LP) problem under constraints that are based on
the MISs and the maximal cliques [3], respectively. Search-
ing for all the MISs or maximal cliques is still NP-hard.
Even given all the MISs or maximal cliques, the LP
MCF problem has to be solved with exponentially many
constraints. Considering the high computational complexity,
there are many efforts in developing polynomial approxi-
mation algorithms [6], [8], [9] for the MCF problem over
wireless networks.

In this paper, our focus is not on approximation algorithms.
Instead, we study how we can enhance the MCF formulation
and extend the conflict-graph-based constraints to generate the
capacity region, particularly an achievable lower bound, over
the CSMA/CA MAC. Many MCF capacity studies [3], [8],
[9] claim that the impact of 802.11 is considered, but it is, in
fact, treated as a specific protocol interference model to define
the conflict graph for centralized scheduling. The fundamental
contribution of this paper is to derive necessary and sufficient
conditions for MCF flow allocation, which take the CSMA/CA
randomness nature into account. Some of our preliminary re-
sults have been published in [22], where the sufficient condition
that ensures an achievable capacity over the CSMA/CA MAC
was given only in a specific case, i.e., in the uniform networks.
In this paper, we develop the general sufficient condition for
an arbitrarily given wireless mesh network. Moreover, all the
theoretical proofs (some of which were omitted in [22]) are
presented in detail.

Some recent works have paid attention to the wireless net-
work performance over distributed MAC protocols. Analytical
models [23], [24] have been developed to compute per-flow
throughput for a multihop 802.11 network, given the input
traffic load and routing paths. However, such a model could not
be applied to analyze the maximum capacity region. The recent
work on throughput-optimal algorithms, i.e., [25]–[27], and
the references therein focus on developing distributed imple-
mentations by applying decomposition techniques to the MCF
optimization formulation, but the derived distributed algorithms
again assume a slotted system and cannot directly be applied to
the CSMA/CA MAC with random access. The interesting theo-
retical studies in [28] and [29] indicate that CSMA-based MAC
with an ideal adaptive backoff mechanism can achieve the opti-
mal utility by sacrificing the short-term fairness, but the results
do not provide insights into how to compute the achievable ca-
pacity region over a given practical CSMA/CA MAC protocol.

The capacity bound analysis that is presented in this paper is
essentially related to R∗

g , the optimal operation point (i.e., the
maximum normalized throughput) of a single-hop CSMA/CA
area. The analysis can readily be extended to incorporate the
capture effect [30], [31]. According to the standard IEEE
802.11 DCF protocol, simultaneous transmissions result in a
collision where no transmission is considered successful. How-
ever, in practice, a certain transmission involved in a collision
situation could be successful if its power at the receiver is
stronger than other interfering transmissions by a reasonable
threshold. Such a phenomenon is called capture effect, which
could considerably improve the throughput over the IEEE
802.11 DCF. The existing studies have shown that the capture
effect can mathematically be modeled with a conditional prob-
ability of successful transmission pcapt, given that a collision
happens [30], [31]. In Section III, we will show that the capture
probability pcapt leads to a higher optimal operation point R∗

g.
All other analysis in this paper still applies to such improved
R∗

g due to the capture effect.
Multi-radio multi-channel (MR-MC) wireless networks have

attracted much attention in recent few years [13], [32]. With
MR-MC communications, the network capacity can signif-
icantly be improved by simultaneously exploiting multiple
nonoverlapping channels through different radio interfaces and
mitigating interferences through proper network configuration.
In [33], we develop a novel tool of a multidimensional con-
flict graph (MDCG). Resorting to the MDCG, we show that
MR-MC wireless networks and single-radio–single-channel
(SR-SC) wireless networks can be studied with a uniformed
MCF framework, which paves the way for extending the
CSMA/CA capacity analysis developed in this paper to the
MR-MC context. Aiming at further capacity increase, there
are studies [34], [35] (including our work [36]) that exploit
the partially overlapping channels in addition to the nonover-
lapping channels. However, the physical interference model
(or the SINR model) has to be involved to properly describe
the interference between two simultaneous transmissions over
partially overlapping channels. Developing efficient algorithms
to exploit the partially overlapping channels is still an open
challenge, even in the context of centralized scheduling. Deal-
ing with multiple channels, either nonoverlapping or partially
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overlapping, is not a trivial issue. As a future topic, we will
study how CSMA/CA capacity analysis can be extended to
multichannel scenarios.

III. OPTIMAL OPERATION POINT

We developed a protocol-independent analysis in [10], which
reveals that the family of CSMA/CA protocols share the same
optimal operation point where the maximum protocol capacity
is achieved. The protocol-independent analysis is inspired by
the concept of virtual slot [37]–[39]. Observed at the timescale
of a virtual slot, all the CSMA/CA protocols show the same
behavior that the channel alternates among the statuses of
idling, successful transmission, and collision. Moreover, it is
proved in [10] that the traffic arrival process at each virtual slot
can be accurately described or well approximated by a Poisson
random variable, when channel accesses from different users
are independent (e.g., in 802.11 DCF) or weakly correlated
(e.g., in an 802.15.4 contention access period), respectively. If
the size variation of different types of virtual slots were ignored,
the virtual-slot system would stochastically behave, similar to a
slotted ALOHA protocol [40]. Therefore, the well-known S-G
analysis [40] for slotted ALOHA can be extended into a virtual-
slot-based S-G analysis (VS S-G).

Let G denote the Poisson traffic load in a slot. The probability
of seeing an idle (a successful transmission) slot pd (ps) equals
the probability that zero (a single) transmission trail happens at
a slot. That is, pd = e−G, ps = Ge−G, and the probability of
seeing a collision slot pc = 1 −Ge−G − e−G. Let σ, Ts, and
Tc denote the lengths of virtual slots associated with channel
idling, successful transmission, and collisions, respectively. The
steady-state channel utilization Rs can be computed as

Rs =
psTs

pdσ + psTs + pcTc
. (1)

To obtain the maximum channel utilization (equivalently, the
maximum MAC protocol capacity), we can determine the opti-
mal workload G∗ according to

d

dG
Rs|G=G∗ = 0 (2)

which then gives

eG
∗
(1 −G∗)

=
G∗ [Ts(1 −G∗) +G∗Tc − σ]

e−G∗σ +G∗e−G∗Ts + (1 −G∗e−G∗ − e−G∗)Tc
(3)

after some manipulation. The value of G∗ can numerically be
solved based on (3).

Let p∗d, p∗s, and p∗c denote the values of the probabilities under
the optimal workload G∗. The maximum channel utilization can
be obtained as

R∗
s =

p∗sTs

p∗dσ + p∗sTs + p∗cTc
. (4)

Let Lp denote the payload size of a packet and C denote the
spectrum bandwidth. The maximum normalized throughput R∗

g

can then be computed as

R∗
g =

p∗sLp

C (p∗dσ + p∗sTs + p∗cTc)

=
R∗

stp
Ts

(5)

where tp = (Lp/C) represents the effective transmission time
within each successful period. The maximum normalized
throughput indicates the optimal operation point.

The throughput R∗
g at the optimal operation point is achiev-

able. Assume that N nodes contend for the channel according to
802.11 DCF and all nodes are homogeneously configured. The
optimal work load G∗ at the optimal operation point can then
be mapped to the channel access probability of each node in an
idle slot as τ = G∗/N .1 The channel access probability τ can
further be mapped to an initial contention window value Wc

for the exponential backoff operation through detailed MAC
analysis [39, eqs. (2)–(5)].

Remark 1: We can easily extend the optimal operation point
analysis to incorporate the capture effect. With pcapt denoting
the capture probability, given a collision, the probability of
having a successful transmission in a slot is then increased to
ps + pcaptpc. Correspondingly, the steady-state channel utiliza-
tion under the capture effect is then increased to Rs,capt as

Rs,capt =
(ps + pcaptpc)Ts

pdσ + (ps + pcaptpc)Ts + (1 − pcapt)pcTc
.

The optimal workload G∗ can then be determined according
to d

dGRs,capt|G=G∗ = 0. With G∗, we can then follow the
aforementioned procedure to obtain the optimal operation point
under the capture effect.

IV. MULTICOMMODITY FLOW FORMULATION

We consider a single-channel wireless backhaul network,
represented as a directed graph G(N ,L) with node set N and
link set L. Each node ni has a communication range χi and
a potentially larger interference range χ′

i. There is a directed
link lij from node ni to node nj if dij ≤ χi. The capacity of
link lij is denoted as Cij and assumed to be time invariant.
Bidirectional transmissions between two nodes are described
by two directed links, one for each direction. We adopt the
protocol interference model.

A. Basic MCF Formulation

Let (ν, η) denote an ingress/egress pair of the backhaul
network and Λ denote the set of ingress/egress pairs. We further
use xνη(i, j) to denote the portion of nν-to-nη traffic flow,
which traverses the link lij . The classic MCF formulation,
without considering the wireless interference, is expressed as

max
∑
(ν,η)

∑
lνi∈L

xνη(ν, i) (6)

1For 802.11, the access process in each idle slot is binomially distributed with
parameters N and τ . When N is reasonably large, the binomial distribution
converges to a Poisson random variable with rate G = Nτ [10].
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subject to ∑
lji∈L

xνη(j, i) =
∑
lij∈L

xνη(i, j)

∀(ν, η) ∈ Λ andni ∈ N/ {nν , nη} (7)

∑
liν∈L

xνη(i, ν) = 0 ∀(ν, η) ∈ Λ (8)

∑
lηi∈L

xνη(η, i) = 0 ∀(ν, η) ∈ Λ (9)

xνη(i, j) ≥ 0 ∀lij ∈ L and (ν, η) ∈ Λ (10)

∑
(ν,η)

xνη(i, j) ≤ Cij ∀lij ∈ L. (11)

The formulation states that we aim at maximizing the aggre-
gate throughput that traverses all the ingress/egress pairs, with
the following five constraints.

1) Flow conservation constraint (7). At every node, except
for the source and the destination, the amount of in-
coming flow associated with a certain ingress/egress pair
equals the amount of outgoing flow for that ingress/egress
pair.

2) Source constraint (8). For each ingress/egress pair, the
incoming flow to the source node is 0.

3) Destination constraint (9). The outgoing flow from the
destination node is 0.

4) Nonnegative constraint (10). The amount of flow alloca-
tion should be nonnegative.

5) Link constraint (11). The total amount of flow on a link
cannot exceed the link capacity.

Note that the MCF problem has different flavors. The op-
timization problem described in (6) is specifically called the
maximum multiflow (MMF) problem. The MMF problem tar-
gets at maximizing the total throughput over the whole network
but does not provide any guarantee on the minimum throughput
between a certain pair of source and destination nodes or the
fairness among different commodity flows. Another example
of the MCF problem with the fairness property is the maximum
concurrent multiflow (MCMF) problem, which targets at max-
imizing the minimal fraction of the flow of each commodity to
its demand. With regard to the achievable capacity analysis over
CSMA/CA, the theoretical treatments to MMF and MCMF are
slightly different. In the following section, we mainly develop
the theoretical analysis based on MMF, and then, we discuss the
MCMF problem in Section V-D.

B. Conflict Graph Constraints

To incorporate wireless interference into the optimization
formulation, a conflict graph F can be defined [3]–[5], whose
vertices correspond to the links in the network graph G. There
is an edge between the vertices lij and lpq in F if the two
links interfere with each other. The interference relationships
among the links are defined by the interference model. When

the CSMA/CA MAC protocol (e.g., the 802.11 DCF) is applied,
a successful transmission requires that both the sender and
the receiver are free of interference from other nodes. This
condition reflects the fact that 802.11 may perform virtual car-
rier sensing using a request-to-send/clear-to-send (RTS/CTS)
exchange and the sender must successfully receive the link-
layer acknowledgement returned by the receiver. According
to such an interference model, we draw an edge in the con-
flict graph between vertices lij and lpq if dab ≤ χ′

a for ab =
iq, qi, ip, pi, jp, pj, jq or qj.

Given a conflict graph F , let I1, I2, . . . , IK denote all the
K MISs in F and αu (0 ≤ αu ≤ 1) denote the fraction of time
allocated to the independent set Iu, u = 1, . . . ,K. We can then
add the constraints given in (12) and (13) to the basic MCF
formulation to obtain the maximum throughput of a wireless
backhaul network as

K∑
u=1

αu ≤ 1 (12)

∑
(ν,η)

xνη(i, j) ≤
∑

u: lij∈Iu

αuCij ∀lij ∈ L. (13)

The MIS-based solution gives a lower bound to the network
capacity [3]. The capacity is achievable by the scheduling
that each MIS takes turns to transmit, with the proportion of
transmission time of each set specified by αu.

An upper bound of the maximum network throughput can
be solved by finding all the maximal cliques and augmenting
the basic MCF formulation with the constraints that the total
usage within each maximal clique is at most 1 [3]. Suppose that
there are M maximal cliques in the conflict graph F , denoted
as C1, . . . , CM , respectively. If a link lij within a maximal
clique is allocated the transmission time of tij during the whole
clique transmission interval T , we can express the effective
flow rate over link lij as

∑
(ν,η) xνη(i, j) = Cijtij/T . Because∑

lij∈Cu tij/T ≤ 1, the clique constraint can be expressed in
terms of the normalized throughput as

∑
lij∈ Cu

1
Cij

∑
(ν,η)

xνη(i, j) ≤ 1 u = 1, . . . ,M. (14)

Note that the interference constraint (13) or (14) implies the
basic link constraint (11). Thus, the MCF capacity region of a
wireless mesh network is defined by the basic flow constraints
(7)–(10) and the augmented interference constraint (13) or (14).

V. CAPACITY REGION OVER CARRIER SENSE MULTIPLE

ACCESS WITH COLLISION AVOIDANCE

In this section, we develop new methods of deriving the
upper and lower bounds of the backhaul network throughput
over the CSMA/CA MAC. We focus on the 802.11 DCF proto-
col due to its wide application in wireless backhaul networks.
Moreover, the optimal operation point analysis presented in
Section III is rigorous for 802.11 DCF [10], which is leveraged
in our analysis.
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A. Upper Bound of the Capacity

Let X̂ denote the upper bound of the MCF throughput based
on the clique constraint (14). We have the following theorem
with regard to a tighter upper bound of the network throughput
over the CSMA/CA MAC.

Theorem 1: An upper bound of the optimal throughput of a
wireless mesh network based on a CSMA/CA MAC protocol is
F̂ = R∗

gX̂ .
Proof: The MCF formulation based on the clique con-

straint of (14) gives an upper bound of the network throughput,
because the clique constraint defines the necessary conditions
for successful transmissions within a clique [3]. The constraint
(14) independently bounds the maximum throughput over each
maximal clique, implying that different cliques do not interfere
with each other. Within each maximal clique, we can con-
centrate each link into a virtual node that contends for the
channel access, because simultaneous transmissions will not be
successful under the CSMA/CA protocol. With regard to such
virtual nodes, the VS S-G analysis in Section III determines that
the maximum normalized throughput over a maximal clique is
upper bounded by R∗

g when the distributed CSMA/CA MAC is
applied.

We now apply the clique constraints with the maxi-
mum utilization of R∗

g to the basic MCF formulation for
max

∑
(ν,η)

∑
lνi∈L fνη(ν, i). The flow is denoted by fνη(i, j)

to emphasize that the formulation is to find the maximum
throughput over the CSMA/CA, denoted by F̂ . The basic con-
straints (7)–(10) still apply here. Compared to the centralized
scheduling case, the clique constraint under the CSMA/CA
MAC is now expressed as∑

lij∈ Cu

1
Cij

∑
(ν,η)

fνη(i, j) ≤ R∗
g u = 1, . . . ,M. (15)

If we define xνη(i, j) = fνη(i, j)/R
∗
g , the new MCF formula-

tion with (15) is then transformed back to the original clique-
based MCF formulation, assuming a centralized scheduling
associated with (14). Therefore, the optimal solutions
x∗
νη(i, j) = f ∗

νη(i, j)/R
∗
g and F̂ = R∗

gX̂ . �
Obtaining a tight lower bound through clique-based MCF

formulation is much more complex than computing the upper
bound. To determine an achievable lower bound, the essential
issue is to find sufficient conditions that ensure the feasibility
of the MCF flow allocation, for which the interference among
different cliques in the multihop context has to be taken into
account. We next study a new concept of CSMA/CA clique to
facilitate the lower bound analysis. For simplification, in the
remainder of this paper, we first analyze with the assumption
that all the nodes have the same communication range χ and
interference range χ′(≥ χ) and the carrier-sensing range equals
the interference range. We then discuss how we can extend
our results to the general case that nodes may have different
interference ranges.

B. CSMA/CA Clique and CSMA/CA Area

A circle with a diameter of χ′ is called a CSMA/CA area.
Within a CSMA/CA area, all the nodes are within the carrier-

Fig. 1. CSMA/CA area, CSMA/CA clique, and maximal clique.

sensing range of each other, and the transmissions from dif-
ferent nodes are coordinated by the CSMA/CA protocol. It
is obvious that a CSMA/CA area defines a clique, because
any two links incident to nodes within the area conflict with
each other. The clique is called the clique associated with the
CSMA/CA area or a CSMA/CA clique for convenience. Note
that a CSMA/CA area may not be large enough to cover a
maximal clique. One example is illustrated in Fig. 1, where
links lAB , lCD, and lEF form a maximal clique due to the
interference between nodes nA and nC , nA and nE , and nC

and nE . A CSMA/CA area in this scenario can at most cover
two links, and the associated CSMA/CA clique is a subset of
the maximal clique.

1) Maximum Normalized Throughput: We have the follow-
ing lemma with regard to the maximum normalized throughput
over a CSMA/CA area and the associated CSMA/CA clique.

Lemma 1: The total normalized throughput over a
CSMA/CA clique can be transformed to that over the
CSMA/CA area that defines the clique, and vice versa. Thus,
the maximum normalized throughput over a CSMA/CA clique
is R∗

g .
Proof: Let AC denote the CSMA/CA area that defines

a clique C. Let ni ∈ AC denote that node ni is within the
CSMA/CA area AC . The clique C consists of links {lij |ni ∈
AC or nj ∈ AC}. Note that it is possible that one end, in
particular, the sender node of a link that belongs to the clique C,
is outside AC , as shown in Fig. 2. Let T denote the time interval
for throughput measurement and tij denote the total payload
transmission time occupied by link lij (lij ∈ C) during the time
interval T . The total normalized throughput Rg over the clique
C can be computed as

Rg=
1
T

∑
lij∈C

tij

=
1
T


 ∑

lij∈C
ni∈AC , nj∈AC

tij+
∑
lij∈C

ni∈AC , nj �∈AC

tij+
∑
lij∈C

ni �∈AC , nj∈AC

tij


 .

(16)

Considering that, in a clique, only one successful transmis-
sion is allowed at a moment, the transmission time occupied by
the sender node is also equivalently occupied by the receiver
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Fig. 2. Sender of a link outside of a CSMA/CA area.

node. Moreover, a link lij ∈ C always has a corresponding link
lji ∈ C. Then, we can continue (16) with

Rg =
1
T


 ∑

lij∈C
ni∈AC , nj∈AC

tij +
∑
lij∈C

ni∈AC , nj �∈AC

(tij + tji)




=
1
T

∑
lij∈C,ni∈AC

t′ij =
1
T

∑
i:ni∈AC

∑
j:lij∈C

t′ij

=
∑

i: ni∈AC

tni

T
(17)

where

t′ij =

{
tij , if lij ∈ C, ni ∈ AC , nj ∈ AC
tij + tji, if lij ∈ C, ni ∈ AC , nj �∈ AC

(18)

tni
=

∑
j:lij∈C

t′ij (19)

and tni
represents the transmission time occupied by each node

ni ∈ AC . The results in (18) and (19) show that the transmission
time allocation in a CSMA/CA clique C, {tij |lij ∈ C} can be
transformed to a transmission time allocation in the associated
CSMA/CA area AC , {tni

|ni ∈ AC}. On the other hand, given
a transmission allocation in AC , if the destination node for
each transmission is also known, the allocation then defines a
transmission time allocation for the corresponding CSMA/CA
clique C. Such an equivalent relationship, in terms of the total
normalized throughput, between the CSMA/CA area AC and
the associated clique C implies that the maximum throughput
over a CSMA/CA clique equals R∗

g under the CSMA/CA MAC
protocol. �

2) Achievability of Heterogeneous Rates: Although Lemma 1
indicates that the maximum throughput over a clique can
equivalently be obtained by investigating a CSMA/CA area, the
basic 802.11 DCF MAC assumes that each node is equipped
with the same backoff schemes and thus grab a fair share of
the capacity through channel contention [38]. However, for
network dimensioning, the MCF solution normally allocates
different rates to flows that traverse a clique. Let ri denote the
normalized rate of a sending node ni. We have the following
lemma with regard to the heterogeneous rate allocation.

Lemma 2: For 802.11 DCF MAC, any rate allocation over a
single-hop CSMA/CA area AC that satisfiies∑

i: ni∈AC

ri ≤ R∗
g (20)

is achievable by differentiating the channel occupation time
upon a successful transmission, i.e., the TXOP, for different
sender nodes.

Proof: The proof is established by constructing a method
of achieving any given rate allocation that satisfies (20). We
assume that the initial contention window used for backoff is
configurable to achieve the maximum resource utilization, as
suggested in [39]. We also assume that each node always has
data available at the network layer for transmission. Define that
a CSMA/CA area A covers NA nodes (due to the clear context,
we drop the subscript C in this proof for easier demonstration).
In a homogenous case, all the nodes have the same contention
window and, thus, the same channel access probability. Accord-
ing to Section III, the optimal operation point can be mapped
to an initial backoff window size for each node to achieve a
channel access probability of τ = G∗/NA at each idle slot.

To demonstrate the achievability of the heterogeneous rate
allocation of (20), we consider the borderline case with target
rate allocation as ∑

i: ni∈A
ri = R∗

g. (21)

Without loss of generality, assume that node n1 takes the
minimum rate r1 = mini:ni∈A(ri) and ri = βir1 (βi ≥ 1; βi ∈
Z
+, the set of positive integers. Set β1 = 1. We have

ri = R′
g

βi∑
i:ni∈A βi

(22)

according to the rate allocation (21).
The TXOP differentiation scheme is now applied. After grab-

bing the channel, node ni is allowed to continuously send βi

packets. Note that, in 802.11 DCF, the backoff counter is frozen
when the channel is busy; therefore, the TXOP differentiation
will not impact the fairness in accessing the channel. Let all
the nodes still use the same contention window configuration;
therefore, a successful channel access may be from node ni

with probability 1/NA. Thus, the average successful transmis-
sion time is

Ts =
1
NA

∑
i:ni∈A

βiTs. (23)

Consider that the initial contention window size Wc is tuned
to achieve the optimal operating point G∗. The channel-idling
probability, successful transmission probability, and collision
probability still maintain the values of p∗d, p∗s, and p∗c, re-
spectively, because the TXOP differentiation is transparent to
the backoff operation. Define tp = (1/NA)

∑
i:ni∈A βi(Lp/C).

The channel utilization and the normalized throughput under the
TXOP differentiation case, denoted as Rx

s and Rx
g , respectively,

can then be expressed as

Rx
s =

p∗sTs

p∗dσ + p∗sTs + p∗cTc

(24)

Rx
g =

Rx
s tp

Ts

=
Rx

s
1

NA

∑
i:ni∈A βi

Lp

C
1

NA

∑
i:ni∈A βiTs

=
Rx

s tp
Ts

. (25)
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Fig. 3. Interference between two cliques.

Note that the collision duration Tc is not impacted by the TXOP,
because the collision can immediately be determined if the
acknowledgement of the first transmission is not successfully
returned. It is obvious that Rs monotonically increases with Ts.
Therefore, we have Rx

s ≥ R∗
s due to Ts ≥ Ts. Correspondingly,

Rx
g ≥ R∗

g. The normalized throughput of node ni can be com-
puted as

Rx
g,i =

1
NA

p∗sβitp

p∗dσ + p∗sTs + p∗cTc

=
Rx

sβitp

TsNA
=

Rx
s tpβi

Ts

∑
i:ni∈A βi

=Rx
g

βi∑
i:ni∈A βi

≥ R∗
g

βi∑
i:ni∈A βi

= ri. (26)

That is, the TXOP differentiation can satisfy the rate require-
ment of (21) and, thus, of (20). �

Because TXOP differentiation is transparent to the backoff
operation, as exploited in the proof for Lemma 2, it is not
difficult to prove another lemma.

Lemma 3: For 802.11 DCF MAC, a total throughput Rg

achievable over a single-hop CSMA/CA area under homoge-
neous channel contention (where each node uses the same
backoff parameters and TXOP) is also achievable under any
specified heterogeneous rate allocation by applying the TXOP
differentiation scheme.

C. Lower Bound of the Capacity

The fundamental reason that the clique-based MCF formu-
lation gives an upper bound, which may not be achievable,
of the network capacity over the CSMA/CA MAC, is that the
interference among the cliques in the multihop context cannot
be described by the clique constraint (15). Fig. 3 illustrates
the interference between two cliques, where links lAB and
lCD belong to clique C1, and links lCD and lEF belong to
clique C2. The interference between lCD and lEF is due to
dDE ≤ χ′. Assume that, at a certain moment, within clique
C1, only node nC is trying to access the channel. However, if
the link lEF in clique C2 is transmitting at this moment, node
nC will not be able to utilize this TXOP, although allowed in
clique C1. In particular, nC senses an idle channel and decides
to transmit (because both nodes nE and nF are out of the carrier
sensing range of nC), but the packet delivered to node nD

will be corrupted due to the transmission on link lEF . Such
an interference scenario, as illustrated in Fig. 3, is called the
hidden-node effect in the literature [41], [42].

Fig. 4. Possible interference on a tagged node.

To obtain an achievable throughput, i.e., a lower bound,
based on the clique model, the essence is to constrain the
maximum throughput over each clique with the interclique
interference taken into account. A CSMA/CA clique is defined
as a maximal CSMA/CA clique (M-CSMA/CA clique) if it is
not a subset of any other CSMA/CA clique. The CSMA/CA
area that covers a maximal CSMA/CA clique is defined as a
maximal CSMA/CA area. Let Cs denote a M-CSMA/CA clique
and Rg(Cs) denote the total throughput over the clique. Let
NCs denote the number of nodes covered by the M-CSMA/CA
area ACs . Furthermore, let Y (ni) denote the maximum number
of nodes that may interfere with node ni, called the conflict
degree of node ni. We have the following lemma with regard to
a sufficient condition for achievable throughput.

Lemma 4: One sufficient condition for computing the
achievable MCF throughput over the network is that the
throughput Rg(Cs) for every M-CSMA/CA clique Cs satisfies

Rg(Cs) ≤ NCs

maxni∈N {Y (ni)}+ 1
R∗

g ∀ Cs. (27)

A more strict but clique-independent sufficient condition is then

Rg(Cs) ≤ minCs{NCs}
maxni∈N {Y (ni)}+ 1

R∗
g ∀ Cs. (28)

Proof: Note that the throughput constraint over all the
M-CSMA/CA cliques implies the constraints over the nonmaxi-
mal cliques; therefore, we only consider M-CSMA/CA cliques.
Furthermore, Lemma 1 states that the total throughput over a
CSMA/CA clique can be equivalent to that over the CSMA/CA
area that defines the clique; thus, we prove achievable node-
based flow allocation over an M-CSMA/CA area. We use a
constructive method to demonstrate that any flow allocation
under (27) and (28) is feasible.

Let us consider a tagged sender node ni. It is shown that
all the nodes that may interfere with ni are within the circle
Ii centered at the tagged node with a radius of χ′, which is
called an interference area and shown in Fig. 4. The number
of nodes that interfere ni in its interference area is denoted
as Y (ni). Considering the worst case, a given node might
have maxni∈N{Y (ni)} interfering nodes within its interfer-
ence area. Assuming the homogeneous case, if each node
takes the same backoff configuration that gives a channel
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access probability G∗/(maxni∈N {Y (ni)}+ 1) and exploits
the same TXOP, then any tagged node can achieve a throughput
≥ R∗

g/(maxni∈N {Y (ni)}+ 1). The lower bound is achieved
when all the nodes (including the tagged node) inside the worst
case interference area interfere with each other (see Section III).
Based on such a homogeneous construction, we can see that,
for any M-CSMA/CA ACs with NCs nodes, the total through-
put over the area ≥ NCsR∗

g/(maxni∈N {Y (ni)}+ 1). Thus,
the M-CSMA/CA throughputs specified by (27) and (28) are
feasible.

We need to further consider that the MCF solution normally
gives heterogeneous rate allocation to different sending nodes
under the clique or area constraints (27) and (28). For any two
nodes ni and nj , assume that their rate allocations ri and rj ,
transformed from the MCF solution (by Lemma 1), are related
as (ri/rj) = (βi/βj), βi, βj ∈ Z

+. Then, a node ni could be
configured with a backoff window that gives a channel access
probability G∗/(maxni∈N {Y (ni)}+ 1) and a TXOP of βi

time units. Based on the analysis given in the proof of Lemma 2,
we can see that such a heterogeneous TXOP configuration can
ensure any MCF rate allocation under (27) and (28). �

Based on Lemma 4, we can establish the following theorem
with regard to the total throughput over the whole network.

Theorem 2: For a given wireless mesh network, an
achievable lower bound of the maximum throughput over
the CSMA/CA MAC is F̃ = γF̂ ≥ γF ∗, where F̂ is
the upper bound given in Theorem 1, F ∗ is the max-
imum (or optimal) capacity over CSMA/CA, and γ =
minCs{NCs}/(maxni∈N {Y (ni)}+ 1). That is, the achievable
capacity is at least minCs{NCs}/(maxni∈N {Y (ni)}+ 1) of
the maximum capacity F ∗.

Proof: Let Cs denote a M-CSMA/CA clique. Suppose
that there altogether exist K different M-CSMA/CA cliques
in the network, denoted as Cs

1 , . . . , Cs
K , respectively. To obtain

an achievable throughput, we can solve the MCF problem
max

∑
(ν,η)

∑
lνi∈L fνη(ν, i) under the sufficient condition for

flow allocation as

∑
lij∈ Cs

k

1
Cij

∑
(ν,η)

fνη(i, j) ≤
minCs{NCs}

maxni∈N {Y (ni)}+ 1
R∗

g

= γR∗
g k = 1, . . . ,K (29)

in accordance with Lemma 4. Note that, by default, the flow
conservation constraint, source/destination constraint, link con-
straint, and nonnegative constraint apply, which are not re-
peated in the proof for conciseness.

Let Q denote the set that includes all the maximal cliques,
i.e., Q = {Cu, u = 1, . . . ,M}, and Qs denote the set that
includes all the M-CSMA/CA cliques, i.e., Qs = {Cs

k, k =
1, . . . ,K}. It is shown that

∀Cs
k ∈ Qs ⇒ ∃Cu(k) ∈ Q that Cs

k ⊆ Cu(k) (30)

according to the definition of maximal clique. Therefore

lij ∈ Cs
k ⇒ lij ∈ Cu(k). (31)

Furthermore, we have

∑
lij∈ Cs

k

1
Cij

∑
(ν,η)

fνη(i, j) ≤
∑

lij∈ Cu(k)

1
Cij

∑
(ν,η)

fνη(i, j). (32)

Based on (30) and (32), we can obtain that, if

∑
lij∈ Cu

1
Cij

∑
(ν,η)

fνη(i, j) ≤ γR∗
g, u = 1, . . . ,M (33)

is satisfied, then the sufficient condition of (29), which ensures
achievability, is also satisfied. That is, the maximum through-
put F̃ solved from the MCF formulation under (33) is also
achievable. According to the similar transform used in the
proof for Theorem 1, e.g., define γR∗

gxνη(i, j) = fνη(i, j), we

can get F̃ = γF̂ . Furthermore, let F ∗ denote the maximum
achievable capacity over the CSMA/CA MAC; then, the upper
bound F̂ ≥ F ∗. Thus, F̃ ≥ γF ∗. As a side benefit of our proof,
the maximal-clique-based condition (33) is also a sufficient
condition that ensures achievability. �

Remark 2: Based on the proof of Theorem 2, we could also
obtain the relationship between our capacity lower bound and
the maximum capacity under the optimal centralized schedul-
ing. Let X̂ and X∗ denote the upper bound and the maximum
capacity under the centralized scheduling, respectively. The
proof of Theorem 2 states that the achievable lower bound
F̃ = γR∗

gX̂ ≥ γR∗
gX

∗. We thus have the following corollary.
Corollary 1: For a given wireless mesh network, the lower

bound of the MCF capacity computed under (33) achieves at
least a fraction γR∗

g of the maximum capacity under the optimal
centralized scheduling.

We would like to emphasize that Theorem 2 generally ap-
plies to any given network topology. Theoretically, the scaling
factor minCs{NCs}/(maxni∈N {Y (ni)}+ 1) can be computed.
Given the interference range χ′, the value maxni∈N{Y (ni)} is
easy to determine. By checking all the possible positions of a
CSMA/CA area over the given network, we can also compute
the value minCs{NCs}. Such a method is theoretically possible
but may not be practical, because the position of a CSMA/CA
area can continuously change. How we can efficiently find all
the CSMA/CA cliques is a new issue that is raised with this
paper and will be investigated in our future work.

To give a more explicit demonstration of the achievable ca-
pacity, let us consider a uniform network in which all the nodes
are uniformly or regularly distributed. We have the following
corollary.

Corollary 2: In a uniform network, an achievable lower
bound of the network capacity over the CSMA/CA MAC is
F̃ = 1

4 F̂ ≥ 1
4F

∗, i.e., γ = 1
4 .

Proof: We consider a uniform network that ignores the
borderline effect,2 where the nodes are uniformly distributed

2In a CSMA/CA area that crosses the borderline of the network, there exists
no node in the part outside the borderline. We can put some virtual node to form
a uniformed node distribution. According to Lemma 3, the channel utilization
occupied by the virtual node through channel contention can be transferred
to those real nodes within the CSMA/CA area, with the achievability still
maintained. Therefore, a borderline CSMA/CA area can be treated the same
as a CSMA/CA area within the network.
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with a density of ρ. Note that each CSMA/CA area AC is
covered by a circle with a diameter of χ′ and each interfer-
ence area Ii is covered by a circle with a radius of χ′. Let
B(AC) and B(Ii) denote the areas of these two circles, respec-
tively. Thus, NCs = ρB(ACs) = ρπ(χ′/2)2 and Y (ni) + 1 =

ρB(Ii) = ρπχ′2. According to Theorem 2, F̃ = γF̂ ≥ γF ∗. In
a uniform network, we have

γ =
minCs{NCs}

maxni∈N {Y (ni)}+ 1
=

ρπ
(

χ′

2

)2

ρπχ′2 =
1
4
. (34)

�
Remark 3: We expect that the lower bound of 1

4 F̂ , although
proved for the uniform network, could also well indicate the
achievable capacity over an arbitrary network for two reasons.
One reason is that a practical network could neither be too
sparse due to the constraint of communication range nor too
dense due to the consideration of collision; it implies that node
distribution, in practice, will be close to uniform. The other
reason is that the topology of an arbitrary network can optimally
be controlled to achieve a capacity higher than that of a uniform
network [17].

D. Capacity Region in General Scenarios

Theorems 1 and 2 give the upper and lower bounds of the
network throughput, respectively, based on the MCF formula-
tion, where the flow distribution among different ingress–egress
pairs is not constrained, and multiple paths are allowed between
an ingress node and an egress node. However, the linear rela-
tionship between the bounds given in the two theorems, i.e.,
that F̂ = R∗

gX̂ and F̃ = γF̂ , may not apply in some scenarios
with additional application constraints. Two such scenarios are
the case with the ingress–egress flow constraint and the case
with the single-path routing constraint.

Ingress–Egress Flow Constraint: In practice, an access net-
work may contract a service-level agreement with the backhaul
network provider to specify the throughput requirement for
given ingress–egress pairs, e.g., throughput requirement Vνη

for the ingress–egress pair or the commodity (ν, η). In such a
scenario, we can consider the MCMF problem to provision fair-
ness. Let λ denote the minimum fraction of service demand that
the network can guarantee for each commodity. The MCMF
formulation is given as

maxλ (35)

∑
lνi∈L

fνη(ν, i) ≥ λVνη ∀(ν, η) ∈ Λ (36)

with the basic flow constraints (7)–(10) and the augmented
interference constraints still applied.

Single-Path Routing: The MCF solution normally gives
multiple paths to each commodity flow. Because many existing
routing algorithms are confined to single-path routing, it is

meaningful to derive the throughput bound under the single-
path routing. Moreover, a multipath MCF model for a random
network topology may generate too complex routes to be im-
plemented. According to [3], we need to add the following con-
straints to the MCF formulation (MMF or MCMF) to enforce
the single-path routing:

fνη(i, j) ≤ zνη(i, j)Cij

∀ lij ∈ L, ∀ (ν, η) ∈ Λ, and zνη(i, j) ∈ {0, 1} (37)

∑
lij∈L

zνη(i, j) ≤ 1 ∀ (ν, η) ∈ Λ and ni ∈ N . (38)

In the two aforementioned cases, it is not difficult to check
that the linear capacity relationships described in Theorem 1
and Theorem 2 do not apply due to the extra constraints in-
curred. However, we would like to emphasize that, in the MCF
formulation, it is the basic flow constraints (7)–(10) and the
augmented interference constraints (i.e., (14) for the centralized
scheduling and (15) and (33) for the CSMA/CA MAC) that de-
termine the feasible capacity region; the additional constraints
incurred by specific application requirements, in fact, could
be interpreted as constraints on resource allocation within the
feasible capacity region. Thus, rather than focusing on the
single point of the maximum throughput, we define the capacity
region as the set that consists of all possible flow allocation
vectors under the basic flow constraints and the augmented
interference constraints. We index the links from 1 to |L| and
index the ingress/egress commodity flows from 1 to |Λ|. Let the
vector fk = (fk(l1), . . . , fk(l|L|)) denote the flow allocation
over each link for the commodity k. The capacity region could
be represented by the set F = {(f1, . . . ,f |Λ|)}. We use F̃ and

F̂ to denote the lower and upper bounds of the capacity region
over the CSMA/CA, respectively. We use X̂ to denote the upper
bound of the capacity region under the centralized scheduling.
Theorem 1 and Theorem 2 can be summarized into a more
generalized expression.

Theorem 3: For a wireless mesh backhaul network that
operates over the CSMA/CA MAC, an upper bound of the
MCF capacity region is defined by (15), giving F̂ = R∗

gX̂ ,

and maximizing over F̂ with the extra application constraint(s)
gives an upper bound of the network throughput. A lower bound
of the capacity region is defined by (33), giving F̃ = γF̂ =
γR∗

gX̂ , and maximizing over F̃ with the extra application
constraint(s) gives an achievable lower bound of the network
throughput.

Heterogeneous Interference Range: In the aforementioned
analysis, we assume the homogeneous interference range.
However, our results can readily be extended to the general
case with heterogeneous interference ranges. The lower bound
scaling factor γ = minCs{NCs}/(maxni∈N {Y (ni)}+ 1). It is
still straightforward to determine maxni∈N {Y (ni)}, given the
interference range of each node. Furthermore, we can pick
the minimum interference range minni∈N χ′ to define the
CSMA/CA area and then determine minCs{NCs}, which gives
a conservative estimation of the capacity region.
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Fig. 5. Network topologies. (a) Grid topology. (b) Random topology.

VI. NUMERICAL RESULTS

In this section, we present some simulation results to validate
the upper and lower bounds of the network capacity over 802.11
DCF, which are solved based on the MCF formulation. We an-
alyze and simulate two network topologies, as shown in Fig. 5.
One topology is a 7 × 7 grid topology over a 700 m × 700 m
area. The area is divided into 100 m × 100 m square cells,
with each cell containing one network node in its center. Four
flows, as shown in Fig. 5(a), are injected into the network. The
other topology is a random topology (according to a given node
distribution density), as shown in Fig. 5(b), with eight pairs
of ingress–egress nodes (Si → Di, i = 1, . . . , 8) randomly
selected. We adopt the algorithm used in [3] to search the MISs
and maximal cliques. All the MCF problems are solved by
CPLEX software [43]. We use ns-2 simulations to measure
the achievable throughput over the 802.11 DCF, with routes
fixed according to the MCF solution. The communication range
χ = 125 m and the interference range χ′ = 275 m.

We need to compute the optimal operation point R∗
g for

solving the MCF problem. The value of R∗
g depends on the

value of Ts and Tc. The actual transmission time of a MAC
DATA frame is tDATA = theader + Lp/C, where theader is

TABLE I
IEEE 802.11 DCF PARAMETERS

the overhead time to transmit the headers attached in dif-
ferent layers. According to the 802.11 standard [37], the
packet transmission time and the packet collision time are
given by Ts = tDATA + SIFS +ACK +DIFS and Tc =
Ts for the case where RTS/CTS mechanism is not activated;
on the other hand, Ts = RTS + CTS + tDATA +ACK +
3SIFS +DIFS, and Tc = RTS + SIFS + CTS +DIFS
for the case where the RTS/CTS mechanism is used.
Table I gives the 802.11 DCF system parameters used in our
experiments.

We simulate the DCF system in both scenarios, with and
without TXOP differentiation. In the case without TXOP, the
payload of each packet is set as Lp = 1500 bytes. In the case
with TXOP, different flows will be associated with different
packet size for rate differentiation. In particular, consider that
the MCF solution generates Mνη paths for the commodity
(ν, η). Let fm

νη (m = 1, 2, . . . ,Mνη) denote the flow allocation
over path m. We have

fνη =
∑
lνi∈L

fνη(ν, i) =

Mνη∑
m=i

fm
ν,η ∀(ν, η) ∈ Λ. (39)

For TXOP differentiation, we then assign a size of Lm
νη (in an

integer value) to all the packets associated with the flow fm
νη,

and the packet sizes satisfy

Lm
νη

Lm′
ν′η′

=
fm
νη

fm′
ν′η′

∀(ν, η) ∈ Λ; (ν ′, η′) ∈ Λ;

m = 1, . . . ,Mνη; m
′ = 1, . . . ,Mν′η′ . (40)

min
(ν,η),m

{
Lm
νη

}
=Lp. (41)

In the network, each node contends for the channel according
to the DCF protocol, and each channel access may occupy a
different transmission time determined by the size of the packet
being served. To guarantee feasibility, the TXOP size allocation
is according to the lower bound MCF solutions. Note that the
flow-based TXOP differentiation according to (40) and (41) has
the advantages of reducing the implementation overhead at each
node and ensuring the consistency of service differentiation
over the whole network.
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Fig. 6. Throughput in grid topology, multipath routing, without RTS/CTS, without the ingress–egress flow constraint. (a) Unachievable MIS lower bound.
(b) Upper bound and achievable lower bound.

TABLE II
SERVICE RATIO IN RANDOM TOPOLOGY, WITH FLOW CONSTRAINTS, SINGLE-PATH ROUTING, WITHOUT RTS/CTS

A. Capacity Without the Flow Constraint

In this section, we examine the case without the ingress–
egress flow constraint over the grid topology. We first compute
the MIS-based lower bound (MIS lower bound) for the MMF
problem according to the algorithm in [3], which assumes the
centralized scheduling, and examine it against simulations. For
fair comparison, we deduct the constant protocol overhead from
the MMF solution, that is, the MMF solution is scaled down
with a factor tp/Ts (giving the net throughput of payload data)
to be used as the MIS lower bound. In the simulations, we
gradually increase the input rate to both examine the achievabil-
ity of the lower bound and measure the maximum achievable
throughput over the network. When we scale up the input
rate, the rate allocation among the flows follows the ratios
determined by the MMF solution.

Simulation results indicate that the MIS lower bound [3]
(achievable under centralized scheduling) is infeasible over the
802.11 DCF, regardless of whether the RTS/CTS mechanism
is used. The MIS lower bound is compared to the simulation
results in Fig. 6(a) for the case without RTS/CTS. When the
input rate is large enough, the network throughput becomes sat-
urate, but the achieved throughput is always lower than the MIS
lower bound assuming centralized scheduling. In Fig. 6(a), we
observe an obviously higher throughput achieved with TXOP
differentiation due to its better handling of heterogeneous rate
allocation.

We then solve the upper and lower bounds based on (15)
and (33), respectively. The simulation results, as presented in
Fig. 6(b), show that our lower bound is achievable, because

the simulation results are always above the lower bound. Note
that the MMF solution with the new constraints gives different
paths from those solved with the MIS constraints.3 With the
new paths, the simulated throughput with TXOP differentiation
is higher than that presented in Fig. 6(a). Such a phenomenon
indicates that our new constraints result in paths that are more
suitable for the CSMA/CA MAC than paths that are generated
with the MIS-based constraints, which, however, assume a
time-slotted system.

B. Capacity With the Flow Constraint

In this section, we examine the case with the ingress–egress
flow constraint over the random topology through a MCMF
formulation. Moreover, single-path routing is enforced accord-
ing to the discussion in Section V-D. The throughput under
the cases with and without RTS/CTS is compared. It can be
computed that R∗

g = 0.4306 for the case with RTS/CTS and
R∗

g = 0.5601 for the case without. We set the ingress–egress
service demands for the eight commodities as [1.0, 1.0, 0.4,
0.6, 0.4, 1.0, 0.4, 0.6] Mb/s. We solve the MCMF problem
under (15) and (33) to obtain the upper and lower bounds,
respectively. The achieved flow allocation rations with regard
to each commodity demand (i.e., the service ratios) and the
simulation results are presented in Table II. The simulation
results are obtained by serving the input traffic with the paths

3The MMF solution generates the same set of paths for both the upper and
lower bound cases due to the scaling relationship (with the factor γ).
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Fig. 7. Throughput in random topology, single-path routing, with the flow
constraint. (a) Without RTS/CTS. (b) With RTS/CTS.

generated from the lower bound solution and taking the ra-
tios between the achieved throughput and the corresponding
service demand. The simulation results demonstrate that the
achieved service ratio for each commodity is larger than the
lower bound value, with a more obvious margin under TXOP
differentiation.

The analytical capacity bounds and simulation results are
also presented in Fig. 7 in terms of the aggregate through-
put over the whole network. In both cases with and without
RTS/CTS, the maximum achievable throughput is between
the upper and the lower bounds, and TXOP differentiation
results in better performance. We further observe that the
analytical capacity bounds in the case with RTS/CTS have
smaller values that in the case without RTS/CTS, whereas the
simulated capacity with RTS/CTS is higher. The reason is that
the analytical capacity bound is related to the optimal operation
point R∗

g, which is achieved in the nonsaturated situation with a
small collision probability. In such a low-collision situation, the
RTS/CTS mechanism will perform worse than the basic access
mode without RTS/CTS, because the extra bandwidth overhead
due to RTS/CTS communications overweighs its benefit in
mitigating the collision cost. In the simulation results, however,
we explore the network capacity by saturating the network with
increasing input traffic. In the saturated situation, the collision
probability is considerably high, where the RTS/CTS operation
shows its benefit.

To examine the robustness of our network dimensioning
results to topology, we simulate the throughput over different

Fig. 8. Throughput over various random topologies, with RTS/CTS.

random topologies. In particular, we fix the positions of all the
source destination nodes and the positions of all the nodes on
the used paths, because they are the dimensioning or planning
results, but we randomly change the positions of other nodes
around. We simulated 50 topologies. The simulated throughput
curves (averaged over all the topologies) versus the input rate
and the associated 90% confidence intervals are plotted in
Fig. 8, with the RTS/CTS operation turned on in both cases
with and without TXOP. The small confidence intervals indicate
that the impact due to the topology variation is not significant.
The reason is that, in a well-connected network, the optimiza-
tion under the interference constraint will well distribute the
traffic over the whole area for the highest throughput. Random
topology variation over the whole area will not much impact
the planning results.

VII. CONCLUSION

This paper addressed the issue that the existing capacity
studies of wireless backhaul networks, based on MCF formu-
lation, assume impractical centralized scheduling and generate
capacity region that is unachievable over a practical CSMA/CA
MAC protocol. The fundamental contribution of this paper is
to derive necessary and sufficient conditions for MCF flow
allocation, which take into account CSMA/CA randomness
and therefore generate a tight upper bound and an achievable
lower bound of the network capacity over the CSMA/CA MAC.
Toward our objective, we have integrated the CSMA/CA MAC
analysis with the MCF formulation, defined a new concept
of CSMA/CA clique, and developed a method of analyzing
interclique interferences, which are interesting results by them-
selves. In future work, we will study how the lower bound of
the capacity region can further be improved.
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