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Analysis and Design of a Novel Randomized
Broadcast Algorithm for Scalable Wireless

Networks in the Interference Channels
Scott C.-H. Huang, Member, IEEE, Shih Yu Chang, Member, IEEE,

Hsiao-Chun Wu, Senior Member, IEEE, and Peng-Jun Wan

Abstract—In this paper, we study the minimum-latency broad-
cast scheduling problem in the probabilistic model. We establish
an explicit relationship between the tolerated transmission-failure
probability and the latency of the corresponding broadcast
schedule. Such a tolerated transmission-failure probability is
calculated in the strict sense that the failure to receive the
message at any single node will lead to the entire broadcast failure
and only if all nodes have successfully received the message do
we consider it a success. We design a novel broadcast scheduling
algorithm such that the broadcast latency is evaluated under
such a strict definition of failure. The latency bound we derive
is a strong result in the sense that our algorithm achieves a
low broadcast latency under this rather strict broadcast-failure
definition. Simulation results are also provided to justify our
derived theoretical latency bound.

Index Terms—Wireless networks, scheduling, randomized al-
gorithm.

I. INTRODUCTION

BROADCAST is a classical problem that arises in many
applications of communications. For multi-hop wireless

networks, in particular, broadcast is a very time-consuming
operation because it involves tedious contention, collision,
and congestion. The latency of a broadcast algorithm is its
executing time, as defined in [1] or [2]. How to reduce the
broadcast latency can be deemed quite challenging. There exist
many different approaches to reduce the latency. Scheduling is
one of the most effective approaches. By carefully scheduling
each node’s message transmission, one can often avoid both
interference and collision.

Broadcast has been extensively studied by researchers. Em-
pirical studies regarding the effectiveness of the broadcasting
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schemes, in terms of collision-free delivery, number of retrans-
missions, and latency, are presented in [3]. The multi-input
multi-output (MIMO) system was also utilized to enhance the
broadcast efficiency [4]. A novel and simple efficient broadcast
protocol, namely Activecast, could operate in the absence of
knowledge about neighborhood nodes [5].

There are a lot of theoretical studies regarding broadcast
latency since it is a crucial measure for evaluating the wireless
broadcast networks. Minimum-latency broadcast scheduling
methods have been extensively studied in the existing liter-
ature. Although there are already a plethora of algorithms
aimed at reducing the broadcast latency (such as [1], [2],
[6]–[14]) and the upper- or lower-bounds of the latency have
been studied as well (such as [15]–[18]), the network models
therein are not practical. They all adopt the deterministic
model as follows. The network topology is modeled as a
graph. The vertices represent the nodes/devices in the network.
An edge exists between two nodes if and only if there is
a communication link between them. If two or more nodes
transmit simultaneously to a single node, then collision hap-
pens and the message will be corrupted. However, if one
node transmits to another node without collision, then the
reception is guaranteed. The deterministic model does not
reflect the probabilistic behavior of wireless communication in
the real world. In these works, they all assume similar network
models and one improves another by more and more elaborate
mathematical analyses. Although these works already achieved
very good latency bounds (such as [11]), the aforementioned
problem of the adopted impractical network models still
remains unsolved. Apart from those deterministic algorithms
in [1], [2], [6]–[18], a randomized broadcast algorithm was
proposed in [19], which essentially achieved the same latency
bound presented in [8]. However, the channel interference
level has not been addressed and evaluated in [19] and hence
the probabilistic behavior of the successful message reception
at each node is not considered therein.

The objective of this work is to study the minimum la-
tency problem using a practical network model, in which the
message transmission failure is quantified in a probabilistic
manner. In this paper, we make a new attempt to design
the effective scheduling scheme for practical wireless net-
works in the interference environments. The SINR (signal-to-
interference-and-noise ratio) model was used for the topology
control [20] and the data aggregation [21] and is more realistic
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than the aforementioned deterministic model. Throughout our
discussion, the success probability of the message reception
at any node is considered and such an probability depends on
the interference level in the adopted SINR model. The higher
the SINR, the higher this success probability. Consequently, an
explicit relationship between the tolerated transmission-failure
probability and its latency bound of the corresponding broad-
cast schedule can be established. We present this relationship
in Theorem 1. The tolerated transmission-failure probability
here is calculated in the strict sense that even a single message-
transmission failure will result in the entire broadcast failure.
Only if all nodes have received the message successfully do we
call it a successful broadcast. Our novel scheduling algorithm
is designed in a very careful way that, even under such a
strict definition of failure, a low broadcast latency can still be
achieved thereby.

The rest of this paper is organized as follows. In Section II,
we present the network model, the crucial parameters and
the assumptions to be used in later sections, particularly the
tessellation and the coloring techniques. We present our novel
randomized broadcast scheduling algorithm in Section III. A
concrete example is given in Section IV. In Section V, we
focus on a very important parameter 𝛾, defined in Section II,
and discuss how to appropriately select it to make a fully-
connected network regime. Numerical results and simulation
outcomes are given in Section VI to evaluate our proposed
method. Concluding remarks are drawn in Section VII. All
proofs for the underlying theorems in this paper are collected
in the appendix.

Notations: The sets of all real numbers and all natural
numbers are denoted by ℝ and ℕ, respectively.

II. NETWORK MODEL AND PROBLEM STATEMENT

Let 𝑉 be the set of nodes within the network of interest in a
two-dimensional Euclidean space, and each node is associated
with an identical transmission power level 𝑃 . According to
physics, we know that if a node 𝑢 ∈ 𝑉 (transmitter) is
transmitting with power level 𝑃 , the theoretical received-signal
strength 𝑃𝑣 at another node 𝑣 ∈ 𝑉 (receiver) is given by

𝑃𝑣 =
𝑃

𝑑(𝑢, 𝑣)𝛼
, (1)

where 𝑑(𝑢, 𝑣) is the distance between 𝑢, 𝑣 and 𝛼 is a constant
called the path-loss exponent. A commonly assumed path-loss
exponent 𝛼 is greater than two [22]. To some extent, such
an assumption is facilitated for a static network. In fact, this
static assumption can be relaxed a bit as follows. Our proposed
algorithm can still work as long as 𝑎 ≤ 𝛼 ≤ 𝑏 for the bounds
𝑎, 𝑏 > 2. Thus, the theoretical interference strength 𝐼𝑣 is

𝐼𝑣 =
∑

𝑤∈𝑇−{𝑢}

𝑃

𝑑(𝑣, 𝑤)𝛼
. (2)

In Eq. (2), 𝑣 /∈ 𝑉 and 𝑇 ⊂ 𝑉 is the set of the nodes scheduled
to transmit in the current time slot, in which only 𝑢 alone is
the transmitter and all other nodes are interferers. The SINR
at 𝑣 is thus given by

𝑆𝐼𝑁𝑅𝑣 =
𝑃𝑣

𝑁 + 𝐼𝑣
, (3)

where𝑁 is the background noise power. The probability 𝑃𝑟[𝑣]
characterizes that a node 𝑣 receives a message successfully in
a time slot such that

𝑃𝑟[𝑣] = 1−𝐴𝑒−𝐵⋅𝑆𝐼𝑁𝑅𝑣 , (4)

where 𝐴, 𝐵 are both positive constants dependent on the real
environment. Also, if 𝑃𝑟[𝑣] is too small (i.e. smaller than a
threshold value 𝑝𝜅), we regard it as transmission failure. Here
𝑝𝜅 is called the transmission failure threshold probability,
which manifests the probabilistic nature of the successful
broadcast task.

Network Model: Given a set of nodes 𝑉 and the system
parameters 𝐴, 𝐵, 𝑃 , 𝑁 , 𝛼, 𝑝𝜅, we define the relaxed threshold
radius 𝑟𝜅 as

𝑟𝜅 = 𝛼

√
𝑃𝐵

(1 + 𝛾)𝑁 ln 𝐴
1−𝑝𝜅

, (5)

where 𝛾 > 0 is a constant called the relaxation factor1. The
motivation for defining 𝑟𝜅 is as follows. Let 𝑣 be a receiver
and suppose 𝐼𝑣 = 0. Then the maximum distance between
any transmitter and 𝑣 is 𝑟max = 𝛼

√
𝑃𝐵

𝑁 ln 𝐴
1−𝑝𝜅

according to

Eqs. (1), (3), (4). Thus, 𝑟𝜅 is actually 𝑟max relaxed by a
factor (1 + 𝛾). We define the transmission graph 𝐺𝑇 as
𝐺𝑇 =

(
𝑉,𝐸𝑇 (𝑟𝜅)

)
where 𝐸𝑇 (𝑟𝜅) = {(𝑢, 𝑣)∣𝑢𝑣 < 𝑟𝜅}. Note

that the relaxed threshold radius 𝑟𝜅 as well as the edge set
𝐸𝑇 (𝑟𝜅) depend on the relaxation factor 𝛾. We assume that
𝐺𝑇 is fully connected by carefully choosing 𝛾. Justifications
for this assumption as well as how to choose 𝛾 are given in
Section V.

A. Problem Formulation

Given a set of nodes 𝑉 , a source 𝑠 ∈ 𝑉 , and system
parameters 𝐴, 𝐵, 𝑃 , 𝑁 , 𝛼, 𝑝𝜅, we suppose that the graph
𝐺𝑇 (which is only related to the system parameters 𝐴, 𝐵,
𝑃 , 𝑁 , 𝛼, 𝑝𝜅) is fully connected by properly selecting 𝛾 and
every node knows its own location. Here we consider a simple
traffic model, where a packet is generated at source 𝑠, and 𝑠
broadcasts the generated packet to the entire network through
all neighboring nodes in the transmission graph 𝐺𝑇 . More
complex traffic models may be considered for our future work.
Time is assumed to be discrete and we use time slots to
represent it throughout this paper. Each node in the network
is equipped with a clock and the clocks of all nodes are
synchronized. Each node is able to read a variable, denoted by
𝑇 𝑖𝑚𝑒, representing its clock value. An admissible broadcast
schedule can be represented as a collection of the subsets
{𝑈1, 𝑈2, . . .} satisfying the following requirements: (𝑖) for all
𝑖, 𝑈𝑖 ⊂ 𝑉 represents the set of nodes scheduled to transmit in
time slot 𝑖; (𝑖𝑖) a node cannot be scheduled to transmit unless
it has already received successfully from a neighboring node
in 𝐺𝑇 in an earlier time slot; (𝑖𝑖𝑖) in the end, all nodes in
𝑉 receive the broadcasted message successfully at least once.
The latency of an admissible broadcast schedule is the first

1𝛾 can be determined according to other given parameters. How to
determine 𝛾 is quite complicated, so it is not presented here. The selection
method for 𝛾 will be presented in Section V.
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Fig. 1. (a) Hexagonal tessellation; (b) one hexagon; (c) �⃗� and 𝑦.

time slot for (𝑖𝑖𝑖) to hold, i.e. the first time slot that all nodes
receive the broadcasted message at least once. Obviously, there
will be different latencies when different admissible broadcast
schedules are employed. The objective of the minimum-latency
broadcast scheduling (MLBS) problem is to find an admissible
broadcast schedule minimizing its latency.

In order to facilitate the solution to this MLBS problem,
now we introduce the important terms, concepts, and methods
that will be extensively used throughout this paper.

B. Underlying Terms, Concepts, and Methods

Maximal Independent Sets (MIS): A subset 𝑆 ⊂ 𝑉 is an
independent set of 𝐺 if the vertices in 𝑆 are pairwise non-
adjacent, and a maximal independent set (MIS) 𝑆 of 𝐺 is an
independent set of 𝐺 while no proper superset containing 𝑆 is
an independent set of 𝐺. Any vertex ordering 𝑣1, 𝑣2, . . . , 𝑣𝑛 of
𝑉 induces an MIS 𝑆 in the following first-fit manner. Initially,
𝑆 = {𝑣1}. For 𝑖 = 2 up to 𝑖 = 𝑛, add 𝑣𝑖 to 𝑆 if 𝑣𝑖 is not
adjacent to any vertex in 𝑆. Details of MIS can be found
in [23].

Connected Dominating Sets: A subset 𝑆 ⊂ 𝑉 is a
dominating set of 𝑉 if each vertex in 𝑉 is adjacent to at
least one vertex in 𝑆. If 𝑣 ∈ 𝑉 is adjacent to 𝑢 ∈ 𝑆, then
𝑣 is dominated by 𝑢 or equivalently 𝑢 is a dominator of 𝑣.
Note that for any set 𝑉 , its MIS is naturally a dominating set
of 𝑉 . If a dominating set is connected, then it is a connected
dominating set.

Hexagonal Tessellation and Colorings: A tessellation of
the plane is a way of partitioning it into identical (or similar)
pieces. A regular hexagonal tessellation is partitioning the
entire plane into hexagons, as shown in Fig. 1 (a). Each
hexagon is half open, half closed, without both the topmost
and the bottommost points, as shown in Fig. 1 (b). We
can color this tessellation in various ways. Without loss of
generality, in this paper, we will choose the following coloring
method.

Method 1: (Coloring Method) We introduce a new color-
ing method here for the future use in broadcast scheduling.
Given a hexagonal tessellation and a natural number 𝑘, let
𝑟 denote the radius of a hexagon. Define the vectors �⃗� =
(3
√
3𝑟/2, 3𝑟/2) and 𝑦 = (3

√
3𝑟/2,−3𝑟/2) as shown in Fig. 1

(c). The lengths of �⃗� and 𝑦 are both 3𝑟. Repeat the following
process for all 1 ≤ 𝑖 ≤ 3𝑘2. Randomly pick an uncolored
hexagon whose center is located at ℎ⃗. Color all the hexagons
with color 𝑖 whose centers are located at ℎ⃗+ 𝑎𝑘�⃗� + 𝑏𝑘�⃗� for
some 𝑎, 𝑏 ∈ ℤ.

An Example of Method 1: Take 𝑘 = 3 for example. Suppose
that we randomly pick up a hexagon 𝐻0 and color it as 𝑖 =

1. According to our coloring method, we should color the
hexagons whose centers are located at ℎ⃗+ 3𝑎�⃗�+ 3𝑏�⃗� for all
𝑎, 𝑏 ∈ ℤ. We repeat this coloring task until 𝑖 = 3𝑘2 = 27,
by which we can color all hexagons. We add a lemma for
Method 1 as follows.

Lemma 1: Method 1 results in a 3𝑘2-coloring. Hexagons
attributed by the same color are separated by at least (3𝑘−2)𝑟.
(Proof.) This follows directly from the coloring method. The
distance between the centers of any two hexagons with the
same color is at least 3𝑘𝑟 by definition. It immediately arises
from that the distance between any two hexagons with the
same color is 3𝑘𝑟 − 2𝑟 = (3𝑘 − 2)𝑟. □

Note that the procedure of Method 1 is not unique. There
are still many different ways to color these hexagons, and we
may just consider one of them without loss of generality. For
more details, see [24].

III. NOVEL RANDOMIZED BROADCAST SCHEDULING

ALGORITHM

In order to combat the minimum-latency broadcast schedul-
ing problem and to provide a low-latency solution, we propose
a novel randomized broadcast scheduling algorithm here. Our
proposed algorithm involves two phases, namely (1) virtual
backbone tree construction and (2) broadcast scheduling.
Intuitively, in Phase (1), in addition to the broadcast tree
construction, we try to separate all transmission nodes using
coloring techniques so that the interference can be controlled.
In Phase (2), we schedule transmissions according to the
broadcast tree containing the coloring information acquired
in Phase (1). The details of Phase (1) are described in
Algorithm 1.

Algorithm 1 Virtual Backbone Tree Construction (Phase 1)

Require: Connected input graph 𝐺𝑇 = (𝑉𝑇 , 𝐸𝑇 )
Ensure: Virtual Backbone Tree 𝑉 𝐵𝑇 (𝐺𝑇 ) =

(𝑉𝑉 𝐵𝑇 , 𝐸𝑉 𝐵𝑇 )
1: Fix 𝑉𝑉 𝐵𝑇 = 𝑉𝑇 . Set 𝐸𝑉 𝐵𝑇 = ∅.
2: Construct the Breadth First Search (BFS) tree 𝐵𝐹𝑆(𝐺𝑇 )

for 𝐺𝑇 by applying [25].
3: Sort all nodes 𝑣 ∈ 𝑉𝑇 according to their hop-distances to 𝑠

in ascending order. Divide 𝑉𝑇 into layers 𝐿0, 𝐿1, . . . , 𝐿𝑅,
where 𝐿𝑖 contains those which are 𝑖-hop from 𝑠 and 𝑅 is
the radius of 𝐺𝑇 with respect to 𝑠.

4: Let 𝐵𝐿𝐴𝐶𝐾 denote the MIS of 𝐺𝑇 induced by such
a node ordering. The nodes in 𝐵𝐿𝐴𝐶𝐾 are referred to
as the black nodes or the dominators. (𝐵𝐿𝐴𝐶𝐾 is also
a dominating set of 𝐺𝑇 ). The nodes not belonging to
𝐵𝐿𝐴𝐶𝐾 are called white nodes instead.

5: for 𝑖← 1 to 𝑅 − 1 do
6: For each 𝑣 ∈ 𝐿𝑖+1 ∩𝐵𝐿𝐴𝐶𝐾 , find its parent 𝑝(𝑣) in
𝐵𝐹𝑆(𝐺𝑇 ). Color 𝑝(𝑣) blue.

7: Find 𝑝(𝑣)’s dominator 𝑑𝑝(𝑣) at either layer 𝑖 or layer
𝑖− 1.

8: Add
(
𝑝(𝑣), 𝑣

)
and

(
𝑑𝑝(𝑣), 𝑝(𝑣)

)
to 𝐸𝑉 𝐵𝑇 .

9: end for
10: for all remaining white nodes 𝑢 do
11: Find 𝑢’s dominator 𝑑𝑢 and add

(
𝑢, 𝑑𝑢

)
to 𝐸𝑉 𝐵𝑇 .

12: end for
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Note that the layers of the BFS tree and those of the
virtual backbone tree may be different. The employment of the
minimum connected dominating sets as the virtual backbone
has been adopted extensively in the literature (cf. [2], [26]).
Hence, we adopt this standard approach in Phase (1).

In order to present our proposed randomized broadcast
scheduling algorithm later on, we need to introduce several
crucial parameters here. Define⎧⎨
⎩

𝑟1 = 𝛼

√
8𝑃
𝛾𝑁

(
2

𝛼−2 + 1
𝛼−1 + 3

)

𝑟2 = max

(
2𝑟𝜅,

𝛼

√
24𝑃
𝛾𝑁

(
2

𝛼−2 + 1
𝛼−1 + 3

))

Π1 = 3
⌈
2
3

(
𝑟1
𝑟𝜅

+ 2
)⌉2

, Π2 = 3
⌈
2
3

(
𝑟2
𝑟𝜅

+ 2
)⌉2

,

Π = Π1 +Π2

(6)

Accordingly, we can tessellate the plane into half-open half-
closed hexagons of radius 𝑟𝜅

2 , and apply Method 1 to carry
out a Π1-coloring with 𝑘 =

⌈
2
3

(
𝑟1
𝑟𝜅

+2
)⌉

. We use 𝐶1 to denote
this coloring. Note that 𝐶1 maps a hexagon to an integer that
represents a color. However, since each point must be located
in a hexagon, we can also view 𝐶1 as a mapping from a point
on the plane to an integer by attributing a point 𝑣 to the color
of the hexagon containing 𝑣. 𝐶1 can therefore be characterized
as 𝐶1 : ℝ2 → ℕ. Then, we apply Method 1 again to carry
out another Π2-coloring with 𝑘 =

⌈
2
3

(
𝑟2
𝑟𝜅

+ 2
)⌉

. We use 𝐶2

to denote this coloring.
Consequently, we can undertake Phase (2) in our proposed

scheme now. The broadcast scheduling algorithm based on the
constructed virtual backbone tree is described in Algorithm 2.

Algorithm 2 Randomized Broadcast Scheduling (Phase 2)

1: repeat the following
⌈ ln(𝑛/𝜖)
ln(1/(1−𝑝2

𝜅))

⌉
times in parallel for

each node 𝑣 that either is the source or has just success-
fully received the message.

2: if 𝑣 is black then
3: Wait until 𝑇 𝑖𝑚𝑒 mod Π ≡ 0.
4: Schedule 𝑣 to transmit to all of its child(ren) at
𝑇 𝑖𝑚𝑒 mod Π ≡ 𝐶1(𝑣).

5: end if
6: if 𝑣 is blue then
7: Wait until 𝑇 𝑖𝑚𝑒 mod Π ≡ Π1.
8: For each black child 𝑤 of 𝑣, 𝑣 transmits to 𝑤 in the

virtual backbone tree at 𝑇 𝑖𝑚𝑒 mod Π ≡ Π1 + 𝐶2(𝑤).
9: end if

10: until done

The latency (time complexity) associated with our proposed
algorithm (Algorithm 2) can be evaluated using the following
new theorem.

Theorem 1: In Algorithm 2 (we refer to as Alg. 2 in brief),
the probability that all nodes have successfully received the
message by time

Π

𝑝2𝜅

[
𝑅+ ln(𝑛/𝜖) +

√
2𝑅 ln(𝑛/𝜖) + ln2(𝑛/𝜖)

]
(7)

is at least 1−2𝜖, where 𝑅 is the hop-distance from the source
𝑠 to the farthest node in the network. □

s

Fig. 2. Topology of 𝐺𝑇 .

Note that if we replace Π in Eq. (7) by Π1 + Π2 given by
Eq. (6), we obtain a latency expression in terms of parameters
𝐴,𝐵, 𝑃,𝑁, 𝑛,𝑅, 𝛼, 𝜖, 𝑝𝜅, 𝛾 only. Theorem 1 establishes an
explicit relationship between the tolerated transmission-failure
probability 2𝜖 and the latency of the corresponding broadcast
schedule we introduce in this section. Note that the tolerated
transmission-failure probability is calculated in the strict sense
that even a message transmission-failure at any single node is
regarded as a whole broadcast failure. Only if all nodes have
successfully received the message do we call it a success.
Theorem 1 tells us that this probability is at least 1− 2𝜖. The
complete proof for Theorem 1 is provided in the appendix.

IV. ILLUSTRATION OF OUR PROPOSED ALGORITHM

We present an example here to illustrate the detailed proce-
dure of our proposed algorithm given in Section III. Suppose
that the node set 𝑉𝑇 , the source node 𝑠 ∈ 𝑉𝑇 , and the system
parameters𝐴,𝐵, 𝑃,𝑁, 𝛼, 𝑝𝜅 are all given and we have already
chosen 𝛾 properly such that 𝐺𝑇 is fully connected as depicted
in Fig. 2. According to Algorithm 1 (Phase 1), we need to
construct 𝑉 𝐵𝑇 (𝐺𝑇 ). First, we start to construct 𝐵𝐹𝑆(𝐺𝑇 )
by applying the standard BFS algorithm given by [25]. Now
we sort 𝑉𝑇 according to their hop-distances to 𝑠 in ascending
order. Then, we construct the MIS, called 𝐵𝐿𝐴𝐶𝐾 , with
this node ordering as follows. We start from layer 𝐿0, which
contains 𝑠 only. We add 𝑠 to 𝐵𝐿𝐴𝐶𝐾 and move on to layer 1.
Since all nodes at layer 1 are adjacent to 𝑠, none of them can
be added to 𝐵𝐿𝐴𝐶𝐾 and layer 1 is done. Likewise, now we
work on layer 2. In a similar manner, we then work on layer
3. 𝐵𝐿𝐴𝐶𝐾 thus contains seven black nodes as depicted in
Fig. 3 (a). Those nodes which are not labeled black are white.
We omit some graphical illustrations and the associated details
due to the figure limitation.

Based on 𝐵𝐿𝐴𝐶𝐾 , we may embark on constructing the
virtual backbone tree. We start from layer 2 since layer 1
does not have any black node. For each black node at layer 2,
we find its parent node at layer 1 in the BFS tree, color it as
blue, and connect them. For each blue node, we find a black
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Fig. 3. 𝐶1: 48-coloring (Π1 = 48). Actual nodes are shown in (a) only and
the overall coloring is shown in (b).

node in either 𝐿1 or 𝐿0 (in this case 𝐿0) in the BFS tree.
We repeat this process at layer 3, find the corresponding blue
nodes at layer 2 in the BFS tree, and connect them. We repeat
this procedure until all layers in the BFS tree have been visited
(only up to layer 3 in this example). Finally we connect the
remaining white nodes. Ultimately, the virtual backbone tree
is thus constructed, as depicted in Fig. 3 (a). We omit some
figures and certain details about the intermediate results due
to the figure limitation.

Now, according to the definitions of Π1 and Π2 in Sec-
tion III, we calculate⌈

2

3

(
𝑟1
𝑟𝜅

+ 2

)⌉
= 4,

⌈
2

3

(
𝑟2
𝑟𝜅

+ 2

)⌉
= 5.

Therefore, Π1 = 48, Π2 = 75, and Π = 123. The colorings
𝐶1, 𝐶2 are shown in Fig. 3 and Fig. 4, respectively. In each
figure, part (a) shows the positions of the nodes while part
(b) shows the overall coloring. We do not show the nodes in
part (b) simply to maintain the legibility. Note that 𝐶1 and 𝐶2

are constructed independently and their colors have nothing
to do with each other. Take 𝑠 for example; 𝐶1(𝑠) = 30 while
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Fig. 4. 𝐶2: 75-coloring (Π2 = 75). Actual nodes are shown in (a) only and
the overall coloring is shown in (b).

𝐶2(𝑠) = 2. Now, for Phase (2), according to Algorithm 2, we
group 123 time slots altogether as a unit and all black nodes
(that have successfully received the message) are scheduled
to transmit according to their 𝐶1-colors. In this example,
there are 7 black nodes with 𝐶1-colors 14, 15, 24, 29, 30,
35, 36. Therefore, they should transmit in these time slots
(colors) repeatedly for every period consisting of 123 time
slots. Blue nodes are scheduled to transmit according to their
black child(ren)’s𝐶2-color(s). In this example, there are 5 blue
nodes. Take node 𝑣 for example; 𝑣 has two black children with
𝐶2-colors 3 and 66, respectively; 𝑣 should therefore transmit
its successfully received message in the 51st and 114th time
slots (3+48 and 66+48) repeatedly for every period consisting
of 123 time slots. Each black or blue node should start the
transmission once it has successfully received the message,
and repeat such transmissions for

⌈ ln(𝑛/𝜖)
ln(1/(1−𝑝2

𝜅))

⌉
times.
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V. APPROPRIATE SELECTION OF THE RELAXATION

FACTOR 𝛾

As discussed in Section II, the relaxation factor 𝛾 plays
an important role in our assumption of conditionally-full
connection for any wireless network. We assume that we can
always make 𝐺𝑇 fully connected by choosing 𝛾 appropriately.
Here we will explain why this assumption actually makes
sense in the MLBS problem. Let us first revisit Eq. (4) in
Section II and find the minimum SINR to make the probability
of successful reception exceed the threshold probability. In
other words, find 𝑆𝐼𝑁𝑅𝑣 such that 𝑃𝑟[𝑣] ≥ 𝑝𝜅. According
to Eq. (4), it yields

1−𝐴𝑒−𝐵⋅𝑆𝐼𝑁𝑅𝑣 ≥ 𝑝𝜅. (8)

Therefore, 𝑒−𝐵⋅𝑆𝐼𝑁𝑅𝑣 ≤ 1−𝑝𝜅

𝐴 , and 𝑆𝐼𝑁𝑅𝑣 ≥ 1
𝐵 ln 1−𝑝𝜅

𝐴 .
Since both 𝑃 and 𝑁 are assumed to be constants, if there
is no interference involved at all, 𝑆𝐼𝑁𝑅𝑣 only depends on
the transmission distance 𝑟 from the transmitting node to the
receiving node. From Eq. (8), we have

𝑆𝐼𝑁𝑅𝑣 =
𝑃

𝑟𝛼𝑁
≥ 1

𝐵
ln

1− 𝑝𝜅
𝐴

, and 𝑟 ≥ 𝛼

√
𝑃𝐵

𝑁 ln 𝐴
1−𝑝𝜅

.

(9)
Thereby, we define the threshold radius 𝑟𝜅0 as

𝑟𝜅0 = 𝛼

√
𝑃𝐵

𝑁 ln 𝐴
1−𝑝𝜅

. (10)

According to Eqs. (9) and (10), in order to make the reception
successful, the transmission distance must be less than or
equal to 𝑟𝜅0. Note that Eq. (10) is derived upon when there
is no interference. In the MLBS problem, it means that no
concurrent transmission is allowed. Therefore, it becomes a
trivial problem. In order to make this problem non-trivial,
we must accommodate the concurrent transmissions to some
extent by relaxing the threshold radius a little more. We
define the relaxed threshold radius as the maximum radius that
makes 𝑃𝑟[𝑣] greater than the threshold probability, provided
that the overall interference is 𝛾𝑁 . In other words, we can
tolerate up to 𝛾𝑁 interference totally and still guarantee our
scheduling algorithm’s effectiveness. The above reasons lead
us to define the relaxed threshold radius in Eq. (5). The
assumption that𝐺𝑇 is conditionally-fully connected is actually
very reasonable for the following reasons. If 𝐺𝑇 is not fully
connected for any 𝛾 > 0, then no algorithm that allows
concurrent transmissions can lead to an admissible broadcast
schedule. However, within the connected sub-graph containing
the source node, the MLBS problem can still be pursued and
our algorithm can be effective.

Here we present how to choose 𝛾 appropriately. We choose
𝛾 subject to the following criteria: (1) 𝐺𝑇 is fully connected;
(2) the overall latency is minimized.

Theorem 1 tells us that the latency is of order 𝑂(Π𝑅),
in which Π = 𝑂

(
( 𝑟1𝑟𝜅 + 2)2 + ( 𝑟2𝑟𝜅 + 2)2

)
. Moreover, 𝑟1 =

𝑂(𝛾−
1
𝛼 ), 𝑟2 = 𝑂(𝛾−

1
𝛼 ), and 𝑟𝜅 = 𝑂

(
(1 + 𝛾)−

1
𝛼

)
. Note

that 𝑅 may be influenced by 𝛾 as well. Although there is
no explicit relationship between them, generally speaking, 𝑅
is proportional to 1

𝑟𝜅
if nodes are distributed evenly, and the

latency is therefore 𝑂
(
(1 + 𝛾)

1
𝛼

)
. Consequently,

Π = 𝑂

((1 + 𝛾

𝛾

) 1
𝛼

)
(1 + 𝛾)

1
𝛼 = 𝑂

((
1 +

1

𝛾

) 1
𝛼

(1 + 𝛾)
1
𝛼

)
.

(11)
We can see that the latency tends to infinity when 𝛾 tends to
either 0 or ∞. The minimum latency value can therefore be
determined according to elementary calculus as follows. First
we determine the range along the real line such that 𝐺𝑇 is
fully connected in this range. We then express the latency as
a function of 𝛾 and seek its minimum within this range.

VI. NUMERICAL EVALUATION OF THE PROPOSED SCHEME

In this section, we evince the numerical results according
to our latency formula addressed in Sections III and V where
we demonstrated the relationship between the broadcasting
latency and the system parameters 𝐴, 𝐵, 𝑝𝜅 and 𝜖. In our
numerical evaluations, we fix 𝑃

𝑁 = 5 and 𝛾 = 0.5 (except
for Fig. 6 (b)). Crucial parameters are listed in (12) on
the next page for different simulation results. Two sets of
results are demonstrated here, namely the theoretical latency
upper-bounds given by Eq. (7) and the actual latency values
from the simulations. Note that each latency value from the
simulation is obtained from the average over 50 random
network topologies subject to the same number of nodes.

In Fig. 6(a), we delineate the transmission latency for
different 𝑝𝜅, subject to the requirements that the number
of viable nodes in the network ranges from 200 to 1200
(𝐴 = 0.75,𝐵 = 0.5, 𝛾 = 0.5, 𝜖 = 0.1). When 𝑝𝜅 is higher, the
latency is relatively lower. The reason is as follows. When 𝑝𝜅
is larger, there are fewer edges (communication links) in 𝐺𝑇

(network topology). Therefore, according to our algorithm, the
number of concurrent transmissions increases. As a result, the
latency becomes lower.

We also compare our proposed algorithm with the leveled
probabilistic broadcasting (LPB) method in [27] for 𝑝𝜅 = 0.3
and 𝑝𝜅 = 0.7. According to [27], we select the numerical
parameters as 𝑝1 = 1.0, 𝑝2 = 0.5, 𝑝3 = 0.2, 𝑝4 = 0,
where 𝑝1, 𝑝2, 𝑝3, 𝑝4 are the forwarding probabilities for the
four groups classified in [27] subject to the node connectivity
degree. The reason why we choose this set of parameters is to
achieve the shortest delay as illustrated by Fig. 11 of [27]. The
latency results including our derived theoretical upper-bounds,
the actual latencies from the simulation using our proposed
algorithm, and the actual latencies from the simulation using
the LPB method are all depicted in Fig. 5. Based on Fig. 5,
our algorithm exhibits a lower latency than the LPB scheme
in the same condition when the interference effect of wireless
channels is considered (this effect was completely ignored
by [27]). It is observed that the smaller 𝑝𝜅 is (corresponding
to the smaller SINR), the larger latency performance margin
of our proposed algorithm will be over the LPB method. The
simulation results justify that our algorithm is more robust
than the LPB method especially when the channel is noisy.

Figure 6(b) illustrates the relationship between the latency
and the relaxation factor 𝛾. The number of nodes still ranges
from 200 to 1200 (𝐴 = 0.75, 𝐵 = 0.5, 𝑝𝜅 = 0.7, 𝜖 = 0.1).
Note that the latency decreases with the increase of 𝛾. The
reason for this fact is that the number of nodes which could be
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Crucial System Parameters
parameter description

𝐴 system parameter defined in Eq. (4)
𝐵 system parameter defined in Eq. (4)
𝑝𝜅 transmission failure threshold probability
𝜖 half of the failure probability defined in Theorem 1
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Fig. 6. Transmission latency versus its system parameters.

covered by a broadcasting action becomes larger if the value of
𝛾 increases. Hence, the latency to accomplish the broadcasting
task is getting smaller when the value of 𝛾 becomes larger.

Figure 6(c) illustrates the relationship between the latency
and the broadcast failure ratio 𝜖. The number of nodes ranges
from 200 to 1200 (𝐴 = 0.75, 𝐵 = 0.5, 𝑝𝜅 = 0.7, 𝛾 = 0.5).
Note that 𝜖 is evaluated in a very strict manner that even if a
single node fails to receive the message, the whole broadcast
is considered being failed. As can be seen in Fig. 6(c), the
lower 𝜖, the larger the theoretical transmission latency upper-
bound. The increase of 𝜖 reduces the probability of successful

reception for each node. However, in our simulation, failure
cases are not counted towards the latency. For this reason, in
our simulation, the latencies for different 𝜖 values are almost
the same and the three curves for different 𝜖 values almost
completely overlap as shown in Fig. 6(c).

VII. CONCLUSION

In this paper, we study the minimum-latency broadcast
scheduling problem in the realistic probabilistic model and
establish a new explicit relationship between the tolerated
transmission-failure probability and the overall latency of the
broadcast schedule. We also design a novel algorithm which
can dynamically adjust the latency subject to the condition of
the interference channel. Our algorithm and analysis could
be deemed as the first attempt to combat the low-latency
broadcast problem for the scalable wireless networks in the
interference channels.

APPENDIX

In this appendix, we will prove Theorem 1. Before the
complete proof of Theorem 1 can be achieved, we facilitate
some useful lemmas at first.

Lemma 2: The distance between any two concurrently
transmitting black nodes is at least 𝑟𝜅 + 𝑟1 while the distance
between any two concurrently transmitting blue nodes is at
least 𝑟2 − 𝑟𝜅.
(Proof.) According to the 𝐶1-coloring and Lemma 1, the
distance between any two hexagons of the same color is at
least 2𝑟1/𝑟𝜅 + 2 times as large as the radius of a hexagon,
which is 𝑟𝜅/2. It means that any two hexagons of the same
color are separated by at least 𝑟𝜅 + 𝑟1. Since each hexagon
can contain at most one black node and the concurrently
transmitting black nodes must have the same color, we have
already shown that the distance between any two concurrently
transmitting black nodes is at least 𝑟𝜅 + 𝑟1. For blue nodes,
according to the 𝐶2-coloring and Lemma 1, the distance
between any two hexagons of the same color is at least
2𝑟2/𝑟𝜅+2 times as large as the radius of a hexagon, which is
𝑟𝜅/2. It results in that any two hexagons of the same color are
separated by at least 𝑟𝜅 + 𝑟2. Since blue nodes are scheduled
subject to their black children’s colors, and it essentially
means that the distance between their black children is at
least 𝑟𝜅 + 𝑟2. Moreover, the distance between a blue node
and its children is at most 𝑟𝜅. Therefore, we conclude that the
distance between the concurrently transmitting blue nodes is
at least 𝑟𝜅 + 𝑟2 − 2𝑟2 = 𝑟𝜅 − 𝑟2. □

Lemma 3: The total interference experienced at any receiv-
ing node at any time is at most 𝛾𝑁 .
(Proof.) Since black and blue nodes will not be scheduled
for concurrent transmission, we will prove this lemma by
distinguishing the following two cases.
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(Case 1: Total interference at a blue or white receiving node
- black nodes as senders) According to Lemma 2, we know
that at any time the distance between any two simultaneously
transmitting black nodes is at least 𝑟𝜅 + 𝑟1. Moreover, let
𝑢 be a black sender and 𝑣 be its targeted receiver, and thus
there will be no other concurrent sender whose distance to 𝑣
is less than 𝑟1. Now, let us pick up a targeted receiver 𝑣 and
consider its concentric circles of radii 𝑟1, 2𝑟1, 3𝑟1, . . .. Here
we use 𝐴(𝑟𝑎, 𝑟𝑏) to denote the annulus between two concentric
circles of radii 𝑟𝑎 and 𝑟𝑏 (𝑟𝑎 < 𝑟𝑏). We define 𝐴(𝑟𝑎, 𝑟𝑏) to
be an inner-closed and outer-open ring

(
i.e. 𝐴(𝑟𝑎, 𝑟𝑏) contains

the circle of radius 𝑟𝑎 but does not contain the circle of radius
𝑟𝑏
)
. Now we focus on the region𝐴

(
(𝑖−1)𝑟1, 𝑖𝑟1

)
for all 𝑖 ≥ 2

and consider the senders scheduled to transmit simultaneously
therein at a fixed time. Let 𝑀𝑖 be the number of these senders
in 𝐴

(
(𝑖− 1)𝑟1, 𝑖𝑟1

)
. We know that the distance between any

two black nodes is at least 𝑟𝜅 + 𝑟1. Therefore, according to
the geometry, we get

𝑀𝑖 <
4(2𝑖− 1)𝑟1(𝑟𝜅 + 2𝑟1)

(𝑟𝜅 + 𝑟1)2
. (13)

Since the distance between 𝑣 and any point within 𝐴
(
(𝑖−

1)𝑟1, 𝑖𝑟1
)

is at least (𝑖 − 1)𝑟1, the cumulative interference
caused by other senders in 𝐴

(
(𝑖−1)𝑟1, 𝑖𝑟1

)
is thus bounded by

𝑀𝑖
𝑃(

(𝑖−1)𝑟1

)𝛼 and the overall interference 𝐼𝑡𝑜𝑡𝑎𝑙 experienced

at 𝑣 caused by all other concurrent black senders on the entire
plane is bounded by 𝐼𝑡𝑜𝑡𝑎𝑙 ≤

∑∞
𝑖=2𝑀𝑖

𝑃(
(𝑖−1)𝑟1

)𝛼 . Here 𝑖

starts from 2 because, except for the intended sender, no other
interfering senders are within the disk centered at 𝑣 with radius
𝑟1. Invoking Eq. (13), we obtain

𝐼𝑡𝑜𝑡𝑎𝑙 ≤
∞∑
𝑖=2

4(2𝑖− 1)𝑟1(𝑟𝜅 + 2𝑟1)

(𝑟𝜅 + 𝑟1)2
𝑃(

(𝑖− 1)𝑟1
)𝛼 . (14)

Now, let 𝑞 be 𝑞 = 𝑟1
𝑟𝜅

, in which case Eq. (14) becomes

𝐼𝑡𝑜𝑡𝑎𝑙 <

∞∑
𝑖=2

4(2𝑖− 1)𝑞(2𝑞 + 1)

(𝑞 + 1)2
⋅ 𝑃

(𝑖 − 1)𝛼𝑟𝛼1

=
4𝑞(2𝑞 + 1)

(𝑞 + 1)2
⋅ 𝑃
𝑟𝛼1

∞∑
𝑖=2

2𝑖− 1

(𝑖 − 1)𝛼
. (15)

It can be easily verified that
∑∞

𝑖=2
2𝑖−1

(𝑖−1)𝛼 =
∑∞

𝑖=2

[
2(𝑖−1)
(𝑖−1)𝛼 +

1
(𝑖−1)𝛼

]
= 2

∑∞
𝑖=2

1
(𝑖−1)𝛼−1 +

∑∞
𝑖=2

1
(𝑖−1)𝛼 = 2

∑∞
𝑗=1

1
𝑗𝛼−1 +∑∞

𝑗=1
1
𝑗𝛼 . We obtain by elementary calculus that

∞∑
𝑗=1

1

𝑗𝛼
≤ 1

𝛼− 1
+ 1⇒

∞∑
𝑖=2

2𝑖− 1

(𝑖− 1)𝛼
≤ 2

𝛼− 2
+

1

𝛼− 1
+ 3.

(16)

Invoking Eq. (16) and 𝑟1 = 𝛼

√
8𝑃
𝛾𝑁

(
2

𝛼−2 + 1
𝛼−1 + 3

)
given

by Eq. (15), we thus get

𝐼𝑡𝑜𝑡𝑎𝑙 <
4𝑞(2𝑞 + 1)

(𝑞 + 1)2
⋅ 𝛾𝑁

8
.

Besides, we find

4𝑞(2𝑞 + 1)

(𝑞 + 1)2
=

8𝑞2 + 4𝑞 + 4

(𝑞 + 1)2
<

8𝑞2 + 16𝑞 + 16

(𝑞 + 1)2
= 8.

Finally, we can conclude that 𝐼𝑡𝑜𝑡𝑎𝑙 < 𝛾𝑁 as desired for this
case.

(Case 2: Total interference at a black receiving node - blue
nodes as senders) Similarly, according to Lemma 2, we know
that at any time the distance between any two simultaneously
transmitting blue nodes is at least 𝑟2 − 𝑟𝜅. Let 𝑢 be a blue
sender and 𝑣 be its targeted receiver, and there will be no
other concurrent blue sender whose distance to 𝑣 is less than
𝑟2. Now, let us pick up a targeted receiver 𝑣 and consider
its concentric circles of radii 𝑟2, 2𝑟2, 3𝑟2, . . .. Let 𝑀 ′

𝑖 be
the number of these senders belonged to 𝐴

(
(𝑖 − 1)𝑟2, 𝑖𝑟2

)
.

We know that the distance between any two blue nodes is
at least 𝑟2 − 𝑟𝜅. We may apply simple geometry to get
𝑀 ′

𝑖 < 4
(4𝑖−2)𝑟22−(2𝑖−1)𝑟2𝑟𝜅

(𝑟2−𝑟𝜅)2
. Similarly, it yields

𝐼𝑡𝑜𝑡𝑎𝑙 ≤
∞∑
𝑖=2

𝑀 ′
𝑖

𝑃(
(𝑖− 1)𝑟2

)𝛼 𝐼𝑡𝑜𝑡𝑎𝑙
≤

∞∑
𝑖=2

4
(4𝑖− 2)𝑟22 − (2𝑖− 1)𝑟2𝑟𝜅

(𝑟2 − 𝑟𝜅)2 ⋅ 𝑃(
(𝑖− 1)𝑟2

)𝛼 .
(17)

Let 𝑞′ be 𝑞′ = 𝑟2
𝑟𝜅

and the above expression (17) becomes

𝐼𝑡𝑜𝑡𝑎𝑙 < 4
(2𝑞′ − 1)𝑞′

(𝑞′ − 1)2
⋅ 𝑃
𝑟𝛼2

∞∑
𝑖=2

2𝑖− 1

(𝑖− 1)𝛼

≤ 4
(2𝑞′ − 1)𝑞′

(𝑞′ − 1)2
⋅ 𝑃
𝑟𝛼2

( 2

𝛼− 2
+

1

𝛼− 1
+ 3
)
, (18)

where

𝑟2
def
= max

(
2𝑟𝜅,

𝛼

√
24𝑃

𝛾𝑁

( 2

𝛼− 2
+

1

𝛼− 1
+ 3
))

.

It actually implies that 𝑞′ ≥ 2 and 𝑃
𝑟𝛼2

(
2

𝛼−2+
1

𝛼−1+3
)
≤ 𝛾𝑁

24 .

Therefore, we get 𝐼𝑡𝑜𝑡𝑎𝑙 < 4 (2𝑞′−1)𝑞′

(𝑞′−1)2 × 𝛾𝑁
24 . Observe that

(2𝑞′−1)𝑞′

(𝑞′−1)2 is monotonically decreasing in (1,∞). Since 𝑞′ ≤ 2,

we conclude that (2𝑞′−1)𝑞′

(𝑞′−1)2 ≤ 6 and therefore

𝐼𝑡𝑜𝑡𝑎𝑙 < 4 ⋅ 6 ⋅ 𝛾𝑁
24

= 𝛾𝑁.

□
Lemma 4: At any moment, the probability of successful

message reception of any targeted receiver is at least 𝑝𝜅.
(Proof.) According to Lemma 3, the total interference at any
time at any node 𝑣 is at most 𝛾𝑁 . Since the sender is at most
𝑟𝜅 away from 𝑣, the received signal power at node 𝑣 is at least

𝑃

𝑟𝛼𝜅
=

(1 + 𝛾)𝑁

𝐵
ln

𝐴

1− 𝑝𝜅 . (19)

The interference plus noise at node 𝑣 is at most 𝛾𝑁 + 𝑁 =
(1 + 𝛾)𝑁 . Therefore, 𝑆𝐼𝑁𝑅𝑣 ≥ 1

𝐵 ln 𝐴
1−𝑝𝜅

. Since 𝑃𝑟[𝑣] =
1−𝐴𝑒−𝐵⋅𝑆𝐼𝑁𝑅𝑣 , we conclude that 𝑃𝑟[𝑣] ≥ 𝑝𝜅. □

Lemma 5: When Alg. 2 finishes, the probability that all
nodes have received the message successfully is at least 1− 𝜖.
(Proof.) In the repeat loop of Alg. 2, each node successfully
receives the message with probability at least 𝑝𝜅. It means that
each black node successfully receives the message from its
grand-parent with probability at least 𝑝2𝜅. Therefore, 𝑃𝑟(not
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all nodes received successfully) = 𝑃𝑟(∃𝑣 ∕= 𝑠 s.t. 𝑣 didn’t
receive successfully and at least one of 𝑣’s neighbors re-
ceived successfully) ≤∑𝑣 ∕=𝑠 𝑃𝑟(𝑣 didn’t receive successfully
and at least one of 𝑣’s neighbors received successfully) ≤∑

𝑣 ∕=𝑠 𝑃𝑟(𝑣 didn’t receive successfully ∣ at least one of 𝑣’s

neighbors received successfully) ≤ 𝑛(1− 𝑝2𝜅)
⌈

ln(𝑛/𝜖)

ln(1/(1−𝑝2𝜅))

⌉
≤

𝜖. Therefore, 𝑃𝑟(all nodes received successfully) ≥ 1− 𝜖. □
Lemma 6: We modify the loop in Alg. 2 such that each

node repeats forever instead of just ⌈ ln(𝑛/𝜖)
ln(1/(1−𝑝2

𝜅))
⌉ times. We

call this modified algorithm as Alg. 2*. Then, if we run Alg. 2*
for time

Π

𝑝2𝜅

[
𝑅+ ln(𝑛/𝜖) +

√
2𝑅 ln(𝑛/𝜖) + ln2(𝑛/𝜖)

]
,

the probability that all nodes have successfully received the
message is at least 1− 𝜖.
(Proof.) Let us define 𝑇 (𝜖) as

𝑇 (𝜖) =
1

𝑝2𝜅

(
𝑅+ ln

𝑛

𝜖
+

√
2𝑅 ln

𝑛

𝜖
+ ln2

𝑛

𝜖

)
. (20)

The ultimate goal of this proof is to show that 𝑃𝑟
(
all nodes

received successfully at Π𝑇 (𝜖)
)
> 1− 𝜖 in Alg. 2*.

Let 𝑇𝑣 be a random variable denoting the time by which
node 𝑣 has successfully received the message. We group Π
time slots altogether as a unit starting from 𝑇 𝑖𝑚𝑒 = 0 and
call it a round. First, we will show that

𝑃𝑟
[
𝑇𝑣 > Π𝑇 (𝜖)

]
< 𝜖/𝑛. (21)

For a node 𝑣 ∈ 𝑉 , let 𝐷𝑗 be a random variable representing
the length of a shortest path from 𝑣 to the set of the informed
nodes (the nodes having successfully received the message) at
round 𝑗. Initially, we have 𝐷0 ≤ 𝑅. From Lemma 4, we get

𝑃𝑟
[
𝐷𝑗 −𝐷𝑗+1 = 1∣𝐷𝑗 ∕= 0

] ≥ 1− 𝑝2𝜅. (22)

Now, on the other hand, 𝑃𝑟[𝐷𝑇 (𝜖) > 0] is the probability that
𝑣 has not received the message by time 𝑇 (𝜖)Π. Therefore,

𝑃𝑟
[
𝑇𝑣 > Π𝑇 (𝜖)

]
= 𝑃𝑟

[
𝐷𝑇 (𝜖) > 0

]
= 𝑃𝑟

[
𝑇 (𝜖)−1∑
𝑗=0

(𝐷𝑗 −𝐷𝑗+1) < 𝐷0

]

≤ 𝑃𝑟
[

𝑇 (𝜖)−1∑
𝑗=0

(𝐷𝑗 −𝐷𝑗+1) < 𝑅

]
. (23)

Define a binary random variable 𝜒𝑗 = 𝐷𝑗 − 𝐷𝑗+1. By
Lemma 4, we get 𝑃𝑟[𝜒𝑗 = 1∣𝐷𝑗 ∕= 0] ≥ 1 − 𝑝2𝜅. Thus,
the above expression (23) corresponds to the probability that
the sum of such 𝑇 (𝜖) variables does not exceed 𝑅. Using
the Chernoff bound (pp. 18 in [28]) with 𝜇 = 𝑝2𝜅𝑇 (𝜖) and
𝛿 = 1− 𝑅

𝑝2
𝜅𝑇 (𝜖) , we get

𝑃𝑟
[
𝐷𝑗 −𝐷𝑗+1 = 1∣𝐷𝑗 ∕= 0

]
< 𝑒−

𝜇𝛿2

2

< exp
[
− 1

2
𝑝2𝜅𝑇 (𝜖) ⋅

(
1− 𝑅

𝑝2𝜅𝑇 (𝜖)

)2]
. (24)

From Eq. (20), we can get(
1− 𝑅

𝑝2𝜅𝑇 (𝜖)

)2
=

2

𝑝2𝜅𝑇 (𝜖)
ln
𝑛

𝜖
. (25)

Therefore, (24) becomes exp
[
− 1

2𝑝
2
𝜅𝑇 (𝜖) ⋅

(
1− 𝑅

𝑝2
𝜅𝑇 (𝜖)

)2]
=

exp

[
− 1

2𝑝
2
𝜅𝑇 (𝜖)

2
𝑝2
𝜅𝑇 (𝜖) ln

𝑛
𝜖

]
= 𝜖

𝑛 , and thus we have proved

Eq. (21). Consequently, we get

𝑃𝑟
(
in Alg. 2*, not all nodes received successfully

by Π𝑇 (𝜖)
)

= 𝑃𝑟
[
max

𝑣
𝑇𝑣 > Π𝑇 (𝜖)

]
≤
∑
𝑣

𝑃𝑟
[
𝑇𝑣 > Π𝑇 (𝜖)

]
< 𝑛 ⋅ 𝜖

𝑛
= 𝜖.

Finally, we have proved

𝑃𝑟
(
in Alg. 2*, all nodes received successfully

by Π𝑇 (𝜖)
)

> 1− 𝜖.
□

Proof of Theorem 1. We combine Lemmas 5 and 6 to achieve

𝑃𝑟
(
in Alg.2, not all nodes received successfully by Π𝑇 (𝜖)

)
≤ 𝑃𝑟

(
in Alg. 2, not all nodes received successfully

)
+

𝑃𝑟
(
in Alg.2*, not all nodes received successfully

by Π𝑇 (𝜖)
)

< 𝜖+ 𝜖 = 2𝜖.

Therefore, 𝑃𝑟
(
in Alg. 2, all nodes received successfully by

Π𝑇 (𝜖)
)
> 1− 2𝜖.

□
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