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Abstract— Inferring fine-grained link metrics by using
aggregated path measurements, known as network tomography,
is an effective and efficient way to facilitate various network
operations, such as network monitoring, load balancing, and
failure diagnosis. Given the network topology and a set of
interesting links, we study the problem of calculating the link
metrics of these links by end-to-end cycle-free path measurements
among selected monitors, i.e., preferential link tomography.
Since assigning nodes as monitors usually requires non-negligible
operational cost, we focus on assigning a minimum number
of monitors to identify these interesting links. We propose an
optimal monitor assignment (OMA) algorithm for preferential
link tomography in communication networks. OMA first parti-
tions the graph representing the network topology into multiple
graph components. Then, OMA carefully assigns monitors inside
each graph component and at the boundaries of multiple graph
components. We theoretically prove the optimality of OMA by
proving: 1) the monitors assigned by OMA are able to identify
all interesting links and 2) the number of monitors assigned
by OMA is minimal. We also implement OMA and evaluate it
through extensive simulations based on both real topologies and
synthetic topologies. Compared with two baseline approaches,
OMA reduces the number of monitors assigned significantly in
various network settings.

Index Terms— Network tomography, optimal monitor
assignment, network measurement.

I. INTRODUCTION

UNDERSTANDING of the internal behaviors of a large
scale network is essential for various operations [1], [2],

such as network monitoring, load balancing, and
failure diagnosis. Directly measuring the internal network
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behaviors (e.g., delays on individual links), however, is not
always feasible due to the traffic overhead and the lack
of support at internal network elements for making such
measurements [3]. Network tomography techniques [4],
instead, focuses on using end-to-end measurements to infer
hop-by-hop link metrics, providing an effective and efficient
way to improve the network visibility. Specifically, a number
of nodes with monitoring capabilities, i.e., monitors, are
able to initiate/collect end-to-end measurements of selected
cycle-free paths. Then, by using these measurements, the
internal link metrics can be decomposed after solving a
system of equations.

In many cases, these link metrics are additive [3], [5]. For
example, delay is a typical additive metric, while a multi-
plicative metric like packet delivery ratio can be expressed
in an additive form by applying the log(·) function. In order
to identify additive link metrics, we need to solve a linear
system. In the linear system, the unknown variables are the
link metrics, and the known constants are the end-to-end path
measurements, each equals to the sum of the corresponding
link metrics along the routing path [3]. Since these end-to-end
path measurements are conducted between pairs of monitors,
assigning which nodes to be monitors (we refer to both
the monitor assigning problem and the monitors assigned
as monitor assignment) becomes a key problem. On one
hand, the monitor assignment should comply with certain
conditions to enable a sufficient number of linearly inde-
pendent measurements. For example, v is a node with
degree (the number of links that incident to a node) two
and l1, l2 are the only two links that incident to v. When
node v is not assigned as a monitor, no matter how to conduct
cycle-free measurement paths among other monitors, we can
only get the sum of the link metrics of l1, l2, instead of the link
metric of each link. On the other hand, we want to minimize
the number of monitors assigned, because assigning nodes
as monitors usually needs non-negligible operational cost
(e.g., hardware/software, human efforts).

In communication networks, some links, such as problem-
atic links reported by customers or links located in critical
infrastructures (e.g., hospitals and fire departments), are known
to be more important than other links. Therefore, given the
network topology of a network and a set of interesting links
(i.e., preferential links), how to assign a minimum number of
monitors to identify these interesting links, i.e., the optimal
monitor assignment, is the key problem studied in this paper.
Finding the optimal monitor assignment is a challenging task
due to the following two reasons. First, it is difficult to
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obtain the dependency between the identifiability of a link
and a particular monitor. Thus, it is difficult to implement
a naive method that removes the monitors that no interest-
ing link depends on. Second, measurement paths between
monitors can cross boundaries of different graph components
(e.g., bi-connected [6]/tri-connected [7] components), causing
the monitor assignment at these boundaries to depend on
multiple graph components. As a result, assigning monitors
for each graph component separately is not sufficient.

In this paper, we propose OMA, an Optimal Monitor
Assignment algorithm for the preferential link tomography
problem. Given a graph G representing a network and a set
of interesting links, we first partitions the graph G into a
number of graph components [6], [7] and use a graph trimming
algorithm to trim some unrelated graph components [8]. Then
OMA takes the output of the graph trimming, i.e., a trimmed
graph Gt and a set H of helper vertices [8], as input and
assigns monitors. The output of OMA is an optimal monitor
assignment to identify the interesting links of the original
graph G. For each graph component, OMA carefully assigns
vertices in the trimmed graph Gt or in the helper vertex
set H as monitors, to achieve the optimal monitor assignment.
Further, in order to assign minimum monitors at the boundaries
of multiple graph components, OMA includes a Chain-rule
formulation and solves it by a novel algorithm.

We theoretically prove the optimality of OMA by proving
1) the monitors assigned by OMA are able to identify all
interesting links in the original graph, and 2) the number of
monitors assigned by OMA is minimal. We also implement
OMA and evaluate it through extensive simulations based
on both real network topologies and synthetic topologies.
The time complexity of OMA is linear in terms of the
number of vertices and links, making it be able to assign
monitors in large scale networks efficiently. Results show
that OMA significantly reduces the number of monitors
assigned in various networks, compared with the two baseline
approaches.

The contributions of this paper are summarized as follows.
• We propose OMA, an optimal monitor assignment

algorithm for preferential link tomography in communi-
cation networks.

• We theoretically prove the optimality of OMA, which
says the number of monitors assigned by OMA is min-
imal for identifying all interesting links in the original
graph.

• We implement and evaluate OMA by extensive simula-
tions. The time complexity of OMA is linear in terms
of the number of vertices and links, making it be able
to assign monitors in large scale networks efficiently.
Results show that OMA reduces the number of monitors
significantly.

The rest of the paper is organized as follows. Section II
discusses the related work. Section III gives the network model
and some background information about monitor assignment.
Section IV describes the optimal monitor assignment algo-
rithm in detail. Section V theoretically proves the optimality
of OMA. Section VI presents the evaluation of OMA. and
finally, Section VII concludes this paper.

II. RELATED WORK

Knowledge of the internal characteristics (e.g., link delays)
of a network is essential for network monitoring, failure diag-
nosis, load balancing and other network operations. In order
to measure network metrics, different approaches have been
proposed. The first category includes hop-by-hop approaches,
which use diagnostic tools such as traceroute, pathchar [9],
and Network Characterization Service (NCS) [10] to measure
hop-by-hop link metrics directly. Traceroute measures the
hop-by-hop delay by sending multiple probes with different
time-to-live (TTL) fields. Pathchar also uses probes to mea-
sure hop-by-hop delays, capacities and loss rates. NCS reports
the available capacity of each hop. These tools send a rel-
atively large number of probes, introducing non-negligible
overhead.

The other category includes end-to-end approaches, which
use end-to-end metrics to calculate hop-by-hop link metrics.
When the link metrics are modeled as random variables with
certain distributions, many multicast-based methods are used
to perform network tomography [11], [12]. In [1] and [13],
the necessary and sufficient conditions on the multicast tree
are studied for identifying all links. In [14], the Fourier
transform of the observable distributions to calculate the unob-
servable distributions. He et al. [15] propose a probe allocation
framework to optimize the link metric estimation accuracy.
It provides a systematic solution to the noisy measurement
problem. These approaches all assume that the network is
identifiable. In contrast, we focus on the problem of optimal
monitor assignment to make interesting links identifiable.

For constant link metrics [1]–[3], [16]–[18], many
approaches use the path measurements to calculate link met-
rics, reducing the number of monitors and probes significantly.
The basic idea is to build a linear system from the path
measurements and use linear algebra to calculate the unknown
link metrics [19], [20]. As shown in [19], the problem is chal-
lenging since many path measurements are linearly dependent.
Several approaches [3], [20], [21] have been used to calculate
the link metrics. When the link metrics are binary variables
(e.g., normal or failed), Chen et al. give a requirement of the
network topology to identify all failed links. Many approaches
focus on the general case when the link metrics are arbitrary
valued. Gopalan and Ramasubramanian [5], [22] first analyze
the number of linearly independent cycles/paths, then give the
necessary and sufficient conditions on the network topology
to use cyclic measurement paths for identifying link metrics.
Since routing along cycles is typically prohibited in real
networks, cycle-free measurement path are usually preferred.

Ma et al. [3] give the necessary and sufficient conditions
on the network topology when only cycle-free measurement
paths are allowed. In order to identify all links in a network,
Ma et al. also propose an efficient algorithm MMP [3] to
assign the minimum number of monitors as well as an
efficient path construction algorithm [23]. Further, a robust
network tomography approach [24] is also proposed to select
measurement paths intelligently for better performance in the
presence of network element failures. Given the number of
monitors, a near optimal monitor assignment algorithm [25]
is proposed to achieve maximum identifiability. Different with
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these approaches, Scalpel [8] studies a more general case
when we are only interested in a subset of links. Scalpel
first trims the original graph and then reuses MMP to assign
monitors. Compared with MMP, Scalpel reduces the number of
monitors significantly when there are only a small number of
interesting links. However, Scalpel is still not optimal in terms
of the number of monitors assigned. In some cases, Scalpel
will assign much more monitors than necessary. Different
with Scalpel, OMA is an optimal monitor assignment for the
preferential link tomography problem.

III. NETWORK MODEL AND BACKGROUND

ON MONITOR ASSIGNMENT

A. Network Model and Assumptions

We assume that the network topology is known and does
not change during the measurement process. We model the
network topology as an undirected graph G = (V (G), L(G)),
where V (G) and L(G) are the sets of vertices and links,
respectively. Since different connected components of the
network can be monitored separately, we can assume that
graph G is connected. We denote the link that incidents to
vertices u, v by uv. We assume that the links are symmetric,
i.e, the link metrics of uv and vu are the same. When links are
asymmetric, it has been proven [26] that a link is unidentifiable
unless its two endpoints are both monitors. We also assume
that there is no self-loop link in L(G), and there is at most
one link connecting two vertices. A set I ⊆ L(G) is a
set of interesting links whose link metrics are interested to
be identified. A subset of vertices in V (G) are assigned
as monitors and can initiate/collect end-to-end measurements
for identifying the links in I. Since routing along cycles
is typically prohibited in real networks [3], we only use
cycle-free measurement paths between two monitors.

We study the network tomography problem in the context
of controllable measurements, i.e., monitors can control the
routing paths of the measurement packets. There are several
reasons for this controllable measurements assumption. First,
such routing is generally supported in common networks
like overlay networks and single-ISP networks [3]. In these
networks, the controllable measurements can be achieved by
enabling source routing (rfc0791 [27]) at the routers/switches.
Second, it has been shown that controllable routing is able
to lower the network latency and increase the available band-
width, by fully or partially specifying the routing paths of
packets [28]–[30]. Finally, a recent study [31] shows that
source routing can help the network manager address prob-
lems like convergence and controller placement in networks
performing Software-Defined Networking (SDN). In SDN, a
(logically) centralized SDN controller can dictate paths of
measurement packets by using control plane messages to
set the forwarding table entries of switches in the network.
Recently, Hu et al. propose XPath [32], which is a simple,
practical and readily-deployable way to implement control-
lable routing, using existing commodity switches. In XPath, a
node first queries the controller for a path ID to its intended
destination, then sends the packet according to the path
specified by the path ID. Therefore, XPath can be directly
used to implement controllable measurement.

Fig. 1. A toy example. Two monitors are used to identify link metrics.
In this example, the metrics of two interesting links l3, l6 can be identified
by solving the linear system in the right part. However, the other interesting
link l7 cannot be identified if only these two monitors are assigned, no matter
how to conduct cycle free measurement paths between these two monitors.

A monitor mA can initiate a measurement packet to another
monitor mB . Then monitor mB can obtain the path measure-
ment, which is the sum of all link metrics along the path.
Then we can build a linear system to identify the interesting
links based on these path measurements. If a link metric can
be calculated from the linear system obtained by a monitor
assignment, this link is identifiable by the monitor assignment.

Figure 1 shows a toy network with five vertices and eight
links (l1 to l8). Among these links, three of them are interesting
links (i.e., I = {l3, l6, l7}). In order to identify the interest-
ing link metrics, we conduct seven path measurements from
m1 to m2. By solving the linear system shown in the figure,
we can identify the link metrics of l3 and l6. However, the
link metric of l7 cannot be identified in this example, no matter
how we conduct path measurements between the two monitors.
In fact, two monitors are not sufficient to identify all the three
interesting links, no matter how we assign monitors in the
network. Given the monitor assignment {m1, m2}, links l3, l6
are identifiable while link l7 is not identifiable.

B. Concepts and Definitions

The following concepts in graph theory are used in this
paper.

• A graph is connected when there exists at least one path
from any vertex to any other vertex in the graph.

• A graph (or component) is bi-connected when the graph
is still connected after removing one arbitrary vertex
and the links incident to it. It includes at least two
vertices. Note that partitioning a connected graph into bi-
connected components is a classical graph theory problem
which can be solved in linear time [6].

• A graph (or component) is tri-connected when the graph
is still connected after removing any two vertices and
the links incident to them. It includes at least three
vertices (including a triangle). Note that there exists a
classical graph theory algorithm [7] called SPQR-tree1

which can partition a bi-connected graph into a number

1There are four possible components in a typical SPQR-tree [7]. 1) S node,
which is a cycle (i.e., polygon, we will give more discussion about it after
showing an example in Figure 2). 2) P node, which has multiple links between
two vertices. In this paper, we assume that two vertices can only have at most
one link. Therefore, there is no P node after graph partition. 3) Q node, which
is just a single link. In this paper, a single is considered as a special case.
4) R node, which is a tri-connected component.
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Fig. 2. A sample graph to illustrate some graph theory concepts used in
this paper. The 1-cut-v separates the graph into two bi-connected components.
The two 2-cut-vs separate one bi-connected component into one tri-connected
component and a cycle. The link cut-l connects the two 2-cut-vs.

SPQR components (tri-connected components and/or
cycles in this paper) in linear time.

• A 1-cut-v for a connected graph G is a vertex whose
removal will disconnect the graph G. A pair of 2-cut-vs
for a connected graph G are two vertices that removing
one of them does not disconnect G, but removing both
disconnects G. A sep-v is a separating vertex which could
be a 1-cut-v, or a 2-cut-v, or both. A cut-l is a link
connects a pair of 2-cut-vs.

Figure 2 shows an example with two bi-connected compo-
nents separated by one 1-cut-v. The left bi-connected
component A is further partitioned into one tri-connected
component and one cycle by a pair of 2-cut-vs. The link that
connects to the two 2-cut-vs is a cut-l.

It is worth noting that the SPQR-tree algorithm will add
some virtual links to the components after graph partitioning.
In the example shown in Figure 2, if the cut-l does not exist in
the original graph, the SPQR-tree algorithm will add this link
to the tri-conneected component and the cycle, as a virtual link.
It has been proved in [25] that the virtual links do not affect
the link identifiability of tri-connected components (except
triangles). For cycles, when at least one of its neighboring
SPQR components is a tri-connected component (not triangle),
whether the cut-l between them is a virtual link does not affect
the link identifiability. For cycles (including triangles) share
one virtual link, the virtual link will affect the identifiability
of these cycles (or triangles). In order to avoid this, we modify
the SPQR-tree algorithm so that these cycles (or triangles) are
merged to a larger cycle. As a result, the virtual link will not
affect the link identifiability. In the rest of the paper, we will
view the virtual links as normal links.

We then give the definitions of a monitor assignment and
an optimal monitor assignment formally.

Definition 1: A monitor assignment M(Gx) is a subset of
vertex set V (Gx), in which each vertex is assigned as a
monitor. Here, Gx represents any graph, such as the original
graph G and the trimmed graph Gt.

Since we want to assign a minimum number of moni-
tors, we have the following definition about optimal monitor
assignment.

Definition 2: An optimal monitor assignmentM∗(Gx) is a
monitor assignmentM(Gx), in which the number of monitors
is minimal for identifying all the interesting links in the
original graph G.

Fig. 3. An example that illustrates the output of graph trimming [8], which is
a trimmed graph Gt (solid part in this example) and a set H of helper vertices.
In order to identify the four interesting links (l1, l3, l6, l7), assigning v4 and
v7 as monitors are optimal.

It is worth noting that an optimal monitor assignment
M∗(Gx) is able to identify all interesting links in the original
graph G, instead of the graph Gx.

C. Background on Graph Trimming

Since the input of OMA is the output of the graph trimming
algorithm [8], we give some related background about this
graph trimming algorithm in this subsection.

Given an original graph G and a set I of interesting links,
the graph trimming algorithm trims the graph by two stages.
The first stage trims a number of bi-connected components
and the second stage trims a number of SPQR components
(i.e., tri-connected components or cycles). During the second
stage graph trimming, a helper vertex is chosen for each SPQR
component been trimmed. Helper vertices of multiple adjacent
SPQR components been trimmed will be merged into one
helper vertex. Then each helper vertex is associated with a
cut-l (e.g., cut-l in Figure 2) which separates the trimmed
graph and a number of adjacent SPQR components been
trimmed iteratively. For a cut-l l and its helper vertex v, we
use v = h(l) and l = h−1(v) to denote this association. After
graph trimming, the output is a trimmed graph Gt and a set H
of helper vertices. The reason of reserving the helper vertices
is that sometimes assigning one helper vertex as a monitor
can achieve the same identifiability as assigning two monitors
in Gt. Therefore, reserving these helper vertices keeps the
possibility of finding an optimal solution after graph trimming.

Figure 3 gives an example. The dotted part of the graph is
trimmed and the solid part is the trimmed graph Gt. A helper
vertex v7 is in the dotted part. The link that associates with v7

is l6 = h−1(v7). According to Definition 1 and Definition 2,
we can use the following notation to define different monitor
assignments.

• M(G) is a monitor assignment in the original graph G.
Note that this assignment may not be able to identify all
interesting links.

• M∗(G) is an optimal monitor assignment in the original
graph G, which is the optimal solution we want to obtain.
In this example, {v4, v7} is an optimal solution.

• M(Gt ∪H) is a monitor assignment in V (Gt) ∪H.
• M∗(Gt ∪ H) is an optimal monitor assignment in

V (Gt)∪H. According to Theorem VI.2 [8], aM∗(Gt∪H)
is also a M∗(G). Therefore, OMA takes Gt and H
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Algorithm 1 OMA
Input: The trimmed graph Gt, the helper vertex set H and the

interesting link set I �= ∅
Output: A monitor assignmentMS(Gt∪H) (MS) of vertices

in V (Gt ∪H) as monitors
1: let MS be a monitor assignment without any monitors
2: let B1,B2... be the bi-connected components partitioned
3: for each bi-connected component Bi do
4: let T1, T2... be SPQR components partitioned
5: for each tri-connected component Tj do
6: ASSIGN-TRI(Tj ,H, I,MS)
7: for each cycle Tj do
8: ASSIGN-CYCLE(Tj ,H, I,MS)
9: ASSIGN-BI(Gt,H, I,MS)

as input and aims at finding the optimal solution in
V (Gt) ∪H.

• M∗(Gt) is an optimal monitor assignment in the
trimmed graph Gt. The difference of this assignment and
M∗(Gt ∪ H) is that it cannot assign vertices in H as
monitors. As a result,M∗(Gt) may have a larger number
of monitors compared with M∗(Gt ∪H). In the example
shown in Figure 3, {v4, v1, v2} is an optimal monitor
assignment M∗(Gt) and {v4, v7} is an optimal monitor
assignment M∗(Gt ∪ H). We can see that reserving a
number of helper vertices is able to keep the possibility
of finding the optimal solution.

IV. OPTIMAL MONITOR ASSIGNMENT

A. Overview

Algorithm 1 gives the framework of assigning monitors
in V (Gt) ∪ H. The input is the trimmed graph Gt, the helper
vertex set H and the interesting link set I. The output is
a monitor assignment MS(V (Gt) ∪ H) (or MS for short)
of vertices in V (Gt ∪ H). After initializing the assignment
MS (line 1), OMA assigns monitors for each tri-connected
component or cycle (line 2 to 8) by two different algorithms
(line 6 and 8). After that, there are still some boundary cases
about the bi-connected components need to be handled with
(e.g., the Gt is just a single interesting link). Therefore, an
algorithm Assign-Bi(.) is used to handle these boundary cases.

In the monitor assignment process, there are two funda-
mental problems to be addressed. 1) How to assign monitors
in each graph component? As mentioned in the introduction
section, the identifiability of a certain monitor assignment
does not only depend on a single graph component, but
depends on multiple graph components. However, we found
that within each graph component, some monitors must be
assigned no matter how to assign monitors outside that graph
component. Based on this finding, OMA can assign some
monitors within each graph component without sacrificing
the optimality (Section IV.B). 2) How to assign monitors
at the boundaries of multiple graph components? Although
OMA can assign a number of monitors within each graph
component, it still needs to assign monitors at the boundaries
of multiple components. In order to address the monitor

Fig. 4. Overview of the OMA algorithm.

Fig. 5. An example of the first case of assigning monitors in a tri-connected
component.

assignment problem with multiple components dependency,
we propose a novel Chain-rules formulation to model the
dependency and an efficient solver to assign a minimum
number of monitors (Section IV.C).

In the following, we will describe the monitor assignment
process in detail. Figure 4 gives an overview of this process.
We will start from assigning monitors in each tri-connected
component (Section IV.B). Three different cases with different
number of sep-vs will be discussed. Then we will describe the
monitor assignment in each cycles (Section IV.C). A general
case will be discussed in detail after four special cases. Finally,
we will describe the boundary cases of multiple bi-connected
components ((Section IV.D)).

B. Monitor Assignment for Tri-Connected Components

Algorithm 2 assigns monitors for each tri-connected com-
ponent in Gt. It takes Tj ,H, I,MS as input and updates
the monitor assignment MS when necessary. For each tri-
connected component Tj , the monitor assignment inside it
highly depends on the number of sep-vs it has. For example,
if Tj has no sep-v, it means that the trimmed graph Gt is just
a single tri-connected graph. In this case, we do not need to
consider measurement path from/to other components of Tj .
Therefore, in the following, we consider three different cases
(line 2, 16 and 30) according to how many sep-vs Tj has.

The first case T1 (line 2 to 15) is that Tj has no sep-v, which
means the trimmed graph Gt is a tri-connected graph. If there
is only one interesting link l, OMA assigns the two endpoints
of l as monitors. If not, we define two vertex set V1, V2.
In V1, each vertex is in Tj and is not in any interesting
link in Tj . In V2, each vertex is a helper vertex of a link
in Tj and does not in any interesting link. Then OMA assigns
two or three vertices as monitors in four difference cases.
T1.1 If V1 has at least two vertices, OMA assigns any two
vertices in V1 as monitors. Figure 5(T1.1) is an example
of this case where v1, v2 are assigned as two monitors.
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Algorithm 2 Minimum Monitor Assignment: Assign-Tri
Input: Tri-connected component Tj , the helper vertex set H,

the interesting link set I, the monitor assignment MS

Output: An updated monitor assignment MS

1: procedure ASSIGN-TRI(Tj ,H, I,MS)
2: if Tj has no sep-v then
3: if |L(Tj) ∩ I| = {l} then
4: MS ←MS ∪ V (l)
5: return
6: V1 = {v|L(v) ∩ I = ∅, v ∈ V (Tj)}
7: V2 = {v|h−1(v) ∈ L(Tj), v ∩ V (I) = ∅}
8: if |V1| ≥ 2 then
9: MS ←MS ∪ {v1, v2}, {v1, v2} ⊆ V1

10: else if |V2| ≥ 2 then
11: MS ←MS ∪ {v1, v2}, {v1, v2} ⊆ V2

12: else if V1={v1}, V2={v2}, v1 /∈ V (h−1(v2)) then
13: MS ←MS ∪ {v1, v2}
14: else
15: MS←MS ∪ {v1, v2, v3}, {v1, v2, v3} ⊆ V (Tj)
16: else if Tj has one sep-v s then
17: Ls = L(Tj) ∩ L(s) ∩ I
18: if |Ls| = 0 then
19: if ∃v /∈V (I),h−1(v)∈L(Tj),s /∈V (h−1(v)) then
20: MS ←MS ∪ {v}
21: else if ∃v ∈ (V (Tj)− s), v /∈ V (I) then
22: MS ←MS ∪ {v}
23: else
24: MS←MS ∪ {v1, v2}, {v1, v2}⊆V (Tj)− s
25: else if |Ls| = 1 then
26: v = V (Ls)− s
27: MS ←MS ∪ {v}
28: else
29: MS←MS ∪ {v1, v2}, {v1, v2}⊆V (Tj)− s
30: else if Tj has two sep-v s1, s2 then
31: if ∃v ∈ (V (T )− {s1, s2}), v /∈ V (I) then
32: MS ←MS ∪ {v}
33: else if ∃v, h−1(v) ∈ L(Tj)−{s1s2}, v /∈V (I) then
34: MS ←MS ∪ {v}
35: else
36: MS ←MS ∪ {v}, {v} ⊆ V (Tj)− {s1, s2}

T1.2 If V2 has at least two vertices, OMA assigns any two
vertices in V2 as monitors. Figure 5(T1.2) is an example of
this case. T1.3 If V1, V2 both have one vertex (v1, v2), and
v1 is not in the link associated with v2, OMA assigns these
two vertices v1, v2 as monitors. Figure 5(T1.3) is an example
of this case. T1.4 Otherwise, OMA assigns any three vertices
in Tj as monitors. Figure 5(T1.4) is an example of this case,
where v1, v2, v3 are assigned as three monitors.

The second case T2 (line 16 to 29) is that Tj has only one
sep-v s. We first define a link set Ls as all interesting links
that in Tj and incident to s. Then OMA assigns one or two
monitors in three difference cases. T2.1 If Ls does not include
any link, OMA will first try to assign a helper vertex v as a
monitor (T2.1.1), when v does not in any interesting links,
the link h−1(v) associated with v is in L(Tj) and s is not

Fig. 6. An example of the second case of assigning monitors in a tri-
connected component.

Fig. 7. An example of the third case of assigning monitors in a tri-connected
component.

in h−1(v). If no such vertex (T2.1.2), the second choice of
OMA is to assign a vertex in V (Tj) − s which does not in
any interesting link as a monitor. Figure 6(T2.1.1 or T2.1.2)
shows this case. OMA will try to assign v1 or v2 as a monitor.
Otherwise (T2.1.3), assigning one vertex as monitor cannot
identify all interesting link in Tj . Therefore, OMA assigns
two vertices in V (Tj)− s as monitors. In the example shown
in Figure 6(T2.1.3), OMA will assign v1, v2 as two monitors.
T2.2 If Ls has a single link, let vs be this link. Then OMA will
assign v as a monitor. In Figure 6(T2.2), OMA will assign v1

as a monitor. T2.3 Otherwise, OMA assigns any two vertices
in Tj − s as monitors. In Figure 6(T2.3), OMA can assign
v1, v2 as two monitors.

The third case T3 (line 30 to 36) is that Tj has two sep-
vs s1, s2. Then OMA will first (T3.1) try to assign a vertex
v ∈ (V (T )− {s1, s2}) as a monitor, when v does not in any
interesting link. Figure 7(T3.1) shows this case. OMA will
assign v1 as a monitor. If no such vertex (T3.2), OMA will try
to assign a helper vertex v which is not in any interesting link
as a monitor, when h−1(v) in L(Tj)−{s1s2}. Figure 7(T3.2)
shows this case. OMA will assign the helper vertex v1 as
a monitor since it does not in any interesting link. Other-
wise (T3.3), OMA will assign any vertex in V (Tj)−{s1, s2}
as a monitor. Figure 7(T3.3) shows this case. OMA will assign
v1 as a monitor, but the identifiability of links which incident
to v1 depends on the assignment outside s1, s2.

C. Monitor Assignment for Cycles

Algorithm 3 assigns monitors for each cycle Tj in Gt.
It takes Tj ,H, I,MS as input and updates the monitor
assignment MS when necessary.
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Fig. 8. An example of assigning monitors in a cycle.

Algorithm 3 Minimum Monitor Assignment: Assign-Cycle
Input: Cycle Tj , the helper vertex set H, the interesting link

set I, the monitor assignment MS

Output: An updated monitor assignment MS

1: procedure ASSIGN-CYCLE(Tj ,H, I,MS)
2: if Tj has no sep-v, L(Tj) ∪ I = {l} then
3: MS ←MS ∪ V (l)
4: else if Tj has no sep-v, L(Tj) ∪ I = ∅ then
5: MS ←MS ∪ {v1, v2}, v1, v2 ∈ Tj

6: else if Tj has one sep-v s, L(Tj) ∪ I = {sv} then
7: MS ←MS ∪ {v}
8: else if Tj has one sep-v s, L(Tj) ∪ I = ∅ then
9: MS ←MS ∪ {v}, v �= s, v ∈ Tj

10: else
11: for each l ∈ I(l = v1v2) in the cycle do
12: if v1 is not a sep-v then
13: generate Chain-rule at v1’s side
14: if v2 is not a sep-v then
15: generate Chain-rule at v2’s side
16: solve the Chain-rules with minimum monitors

First, there are four special cases needed to be considered
(line 2 to 9). According to the number of sep-vs, the number
of interesting links, and how the interesting link connects
to the sep-v, these four special cases are described in the
following. The first special case (C1) is that Tj has no
sep-v and Tj has only one interesting link l. In this case,
OMA assigns the two endpoints of l (i.e., V (l)) as monitors.
Figure 8(C1) shows this case. OMA simply assigns v1, v2 as
two monitors for identifying a single interesting link l = v1v2.
The second special case (C2) is that Tj has no sep-v and Tj

has no interesting link. In this case, OMA randomly assigns
two vertices in Tj as monitors. Figure 8(C2) shows this case.
OMA simply assigns v1, v2 as two monitors. The third special
case (C3) is that Tj has one sep-v s and Tj has only one
interesting link sv. In this case, OMA assigns v as a monitor.
Figure 8(C3) shows this case. OMA assigns v1 as a monitor
for identifying sv1. The fourth special case (C4) is that Tj

has one sep-v s and Tj has no interesting link. In this case,

Fig. 9. An example of Chain-rule.

OMA randomly assigns a vertex (not s) in Tj as a monitor.
Figure 8(C4) shows this case. OMA assigns v1 as a monitor.

Then in general cases (C5, line 11 to 16), OMA assigns
monitors for each interesting link l = v1v2 in the cycle. For
each vertex vi of the two endpoints v1, v2, if vi is not a sep-v,
OMA generates the following rule at vi’s side for identifying l.

Chain-Rule: Let l′ be the other link (not l) that incidents
to vi, one vertex in {h(l′), vi, h(l)} should be assigned as a
monitor (or be a sep-v). Note that if one (or two) of the three
vertices does not exist, the rule becomes that one vertex of the
rest two (or one) vertices should be assigned as a monitor (or
be a sep-v).

In Figure 8(C5), the Chain-rule for identifying link
l2 = v2v3 at v2’s side is that one vertex in {h(l1), v2, h(l2)}
should be assigned as a monitor. Similarly, the rule at v3’s
side for identifying l3 is that one vertex in {h(l2), v3, h(l3)}
should be assigned as a monitor. Note that the above two
rules include one common vertex h(l2). Connected by these
common vertices, multiple Chain-rules form a chain, which
is actually the reason that it is called as Chain-rule. Since
v4 is a sep-v, there is no Chain-rule generated at v4’s side
for identifying l3. After generating all the rules in the cycle,
OMA solves the rules with minimum monitors (line 16).

In order to solve the Chain-rules, we have the following
problem formulation.

Problem Formulation: Let x1, . . . , xk be a number of binary
variables and each xi = {0, 1} represents whether a vertex is
assigned as a monitor. Each Chain-rule is always in the form
xa|xb|xc = 1 or xa|xb = 1 and a pair of these constraints may
have one overlapped variable. The problem is to find a solution
of each xi, when all constraints are satisfied and

∑
xi reaches

minimum.
Figure 9 shows an example of a number of Chain-rule. For

example, a rule “x12|x5|x13 = 1” is generated by OMA to
identify link l5. The eight rules shown in this example can
be solved in four groups. Each group is one row of rules
in the figure. The reason is that rules in different rows have
no repeated variables, making them independent. For the first
row, the optimal solution is x11 = 1 and x2 = x3 = 0. For
a group with more than two dependent rules, we propose an
efficient linear algorithm to solve it. The optimal solution of
the four groups is to assign v11, v12, v14, v8, v16 as monitors.
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In the following, we focus on how to solve a group of Chain-
rules efficiently. We use the second row of rules as an example.

• Step 1. Choose a variable x which represents a sep-v or
a monitor as a start point, sort all variables according
to their positions in the graph. A helper vertex v is
in the middle of two endpoints of link h−1(v). In the
second row of rules, we have the following sequence,
Sx = (x4, x12, x5, x13, x6, x14).

• Step 2. Sort the rules according to the order in
sequence Sx. In the example, the rules are reorganized as:
x4|x12 = 1, x12|x5|x13 = 1, x13|x6|x14 = 1 (the rules in
the figure have been correctly sorted).

• Step 3. Let the last variable of the first rule be one,
then remove the rules with that variable. In the exam-
ple, the variable x12 is assigned to be 1 and the rules
x4|x12 = 1, x12|x5|x13 = 1 are removed.

• Step 4. Repeat step 3 for the rest rules till there is no
rules left. In the example, x14 is assigned to be 1 in the
second iteration.

• Step 5. The output is a binary vector X , in which each
entry is the value of the corresponding xi in Sx. In the
example, the output is X = (0, 1, 0, 0, 0, 1).

There is a special case when no sep-v or monitor in the cycle
before solving the rules. In this case, the first step is different.
OMA tries to assign a random vertex (which is an endpoint of
an interesting link) or one of its two adjacent helper vertices
(when exist) as a monitor. Then OMA goes through the above
algorithm and obtains at most three solutions. The solution
with the minimum monitors is the final solution. The proof
of the optimality of this algorithm is included in the technical
report of OMA [33].

D. Boundary Cases for Bi-Connected Components

In the algorithm sketch of the monitor assignment
(Algorithm 1), OMA assigns monitors in each SPQR com-
ponent (line 5 to 8) in each bi-connected component (line 3).
After that, there are still some boundary cases of each bi-
connected component need to be handled with. An example
of these boundary cases is that when Gt is only a single
interesting link. In that case, it is neither a tri-connected
component nor a cycle. Therefore, Algorithm 2 (handling tri-
connected components) and Algorithm 3 (handling cycles)
will not assign any monitors for this Gt. The optimal monitor
assignment for this boundary case is simple, which is to assign
the two vertices as monitors. Due to the page limit, the detailed
description of handling these boundary cases is included in the
technical report of OMA [33].

E. Time Complexity of OMA

Theorem 3: The time complexity of OMA is linear in terms
of the number of vertices and links, i.e., O(|V (G)|+ |L(G)|).

The proof of Theorem 3 is included in the technical report
of OMA [33].

V. PROOF OF OPTIMALITY

In this section, we theoretically prove the optimality of
OMA. OMA assigns a number of monitors in V (Gt) ∪
H after graph trimming. We use MS(Gt ∪ H) to denote

this assignment. Formally, the following theorem describes the
optimality of OMA.

Theorem 4: The monitor assignment MS(Gt ∪ H) is one
optimal monitor assignment of the original graph G.

In [8], it has been proven that an optimal monitor assign-
ment M∗(Gt ∪ H) is also an optimal monitor assignment
M∗(G) ([8, Th. VI.2]). Therefore, we focus on proving the
following theorem.

Theorem 5: The monitor assignment MS(Gt ∪ H) is one
optimal monitor assignment M∗(Gt ∪H).

In order to prove Theorem 5, we first prove the following
two theorems.

Theorem 6: For any connected graph G, the following
equation always holds.

|MS(Gt ∪H)| ≤ |M∗(Gt ∪H)|. (1)

Theorem 7: The monitor assignment MS(Gt ∪ H) is able
to identify all interesting links in G.

We will prove the above two theorems later in this section.
Given these two theorems, we can prove Theorem 5 formally
as follows.

Proof of Theorem 5: According to Theorem 7, the
monitor assignment MS(Gt ∪ H) is able to identify
all interesting links in G. Therefore, |MS(Gt ∪ H)| ≥
|M∗(Gt∪H)|. Combining this with Equation 1, the following
equation holds.

|MS(Gt ∪H)| = |M∗(Gt ∪H)|. (2)

Since the monitor assignment MS(Gt ∪ H) has the same
number of monitors compared with the optimal monitor
assignmentM∗(Gt∪H) and it is able to identify all interesting
links in G (Theorem 7), it is an optimal monitor assignment
M∗(Gt ∪H). �

Therefore, the key to prove the optimality of OMA is to
prove Theorem 6 and Theorem 7. In the following, we first
give some results from existing work and then prove these two
theorems separately.

A. Existing Results

Before proving the optimality of OMA, we first give some
important results from existing work [3], [25].

Theorem 8: If G is a tri-connected graph, all of its link
metrics are identifiable by assigning any three monitors.

Corollary 9: If T is a tri-connected component of a
graph G, all of its link metrics are identifiable by assigning any
three vertices in the original graph G as monitors, when the
three vertices v1, v2, v3 satisfy one of the following conditions.
1) v1, v2, v3 are in T ; 2) one or more vertices vi is not in T ,
but there are distinct paths (without any repeated vertex) from
vi to T .

Definition 10: For a tri-connected graph G (or component)
and two vertices v1, v2 in it, its interior links are defined as
links that do not incident to either of the two vertices; and
its exterior links are defined as links that incident only one
vertex (v1 or v2).

Theorem 11: For a tri-connected component T with two
monitors assigned in it (or two sep-vs which connect to
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Fig. 10. A typical tri-connected graph to illustrate several results from
previous works. l2 is an interior link w.r.t. vertices v2, m3. And l2 can be
identified by two monitors {v2, m3} or {m2, m3}.

two monitors through two paths without repeated vertices
outside T , or one monitor in T and one such sep-v), all
its interior links are identifiable and all its exterior link is
unidentifiable.

Figure 10 shows a typical tri-connected component T and
two vertices m1, m2 which connects to v1, v2 through two
paths. Theorem 8 says if we assign three monitors in T
(e.g., v1, v2, m3), all links in T are identifiable. Corollary 9
says if we assign m1, m2, m3 as monitors, all links in T
are still identifiable. Link l2 is an interior link w.r.t. vertices
v2, m3. Link l1, l3, l4 and l5 are exterior links w.r.t. vertices
v2, m3. Theorem 11 says if we assign two monitors v2, m3, the
interior links (i.e. l2) can be identified and the exterior links
(i.e. l1, l3, l4, l5) cannot be identified. Note that l6 is not an
exterior link since it incidents both of the two vertices v2, m3.
Another example is that if we assign m2, m3 as two monitors,
the interior links (i.e. l2) can still be identified and the exterior
links (i.e. l1, l3, l4, l5) cannot be identified.

B. Proof of Theorem 6

Theorem 6 says |MS | should be less than or equal to
|M∗(V (Gt ∪ H))|, we will prove it by proving that in each
graph component (i.e., case T1 to T3, case C1 to C5 and
case B1 to B3), the number of monitors assigned by OMA
cannot be reduced, otherwise at least one interesting link
cannot be identified. The analysis of the boundary cases are
included in the technical report of OMA [33].

In case T1, the graph Gt is a tri-connected graph. Since one
monitor cannot identify any link, at least two monitors are
required to be assigned (i.e., two monitors are minimum for
identifying any interesting links). In case T1.1, T1.2 and T1.3,
there are only two monitors assigned. Therefore, the number
of assigned monitors cannot be reduced. In case T1.4, OMA
assigns three monitors. We then show that two monitors cannot
identify all interesting links. In Algorithm 2, we have defined
two vertex set V1, V2. In V1, each vertex is in Tj and is not in
any interesting link in Tj . In V2, each vertex is a helper vertex
of a link in Tj and does not in any interesting link. In T1.4,
there are two possibilities, |V1|+ |V2| < 2 or |V1| = |V2| = 1.
If |V1| + |V2| < 2, we cannot find two monitors that are
not in any interesting links. In [34], it has been proven that
when there are only two monitors, all links that incident to
only one of the two monitors cannot be identified. Therefore,
two monitors cannot identify all interesting links when |V1|+
|V2| < 2. If |V1| = |V2| = 1 (V1 = {v1}, V2 = {v2}), v1

must be one endpoint of V (h−1(v2)) (line 12 in Algorithm 2).
Since V1 = {v1}, the other endpoint of V (h−1(v2)) must be

in at least one interesting link l. According to Theorem 11,
l cannot be identified. Therefore, assigning two monitors in
case T1.4 cannot identify all interesting links, which means the
number of monitors in |MS| cannot be reduced in case T1.4.

In case T2.1.1, T2.1.2 and T2.2, OMA only assigns one
monitor in the tri-connected component Tj . Since there is only
one sep-v in Tj , no measurement path can be conducted in Tj

without that monitor, causing all links in Tj be not identifiable.
In case T2.1.3, all vertices in Tj are in at least one interesting
link and all links associated to the helper vertices incident to
the 1-cut-v s. If we assign a helper vertex v1 as monitor,
the links that incident to V (h−1(v1)) are not identifiable.
If we assign a vertex v2 in Tj as a monitor, all links that
incident to v2 (not v2s) are unidentifiable. Since there is at
least one interesting link that incidents to V (h−1(v1)) or
v2 (line 19 and 21 in Algorithm 2), assigning v1 or v2 cannot
identify this interesting link. Therefore, one monitor cannot
identify all interesting links. In case T2.3, there are more
than one interesting links which incident to the 1-cut-v s, so
there will still be at least one exterior interesting link after
assigning one monitor in Tj−s. According to Theorem 11, this
interesting link cannot be identified by assigning one monitor
in Tj − s. Therefore, the number of monitors in |MS | cannot
be reduced in case T2.3.

In case T3, OMA only assigns one monitor in the tri-
connected component Tj . If no monitor is assigned in Tj ,
all exterior links will not be identifiable. According to the
graph trimming algorithm [8], Tj includes at least one inter-
esting exterior link. Therefore, the monitor assigned in Tj is
necessary.

In case C1 and C2, the trimmed graph Gt is a cycle. Since
one monitor cannot identify any link, at least two monitors
are required to be assigned (i.e., two monitors are minimum
for identifying any interesting links). In case C1 and C2,
only two monitors are assigned. Therefore, the number of
monitors in |MS | cannot be reduced in case C1 and C2.
In case C3 and C4, only one monitor is assigned. Due to
the same reason of case T2.1.1, the number of monitors in
|MS | cannot be reduced in case C4.

In case C5, OMA solves the optimization problem with
multiple Chain-rules to assign monitors. If a rule does not
hold, we explain why at least one interesting link cannot be
identified as follows. Without loss of generality, the Chain-rule
at v2’s side to identify l2 in Figure 8(C5) is a typical example.
Its Chain-rule is to assign one monitor in {h(l1), v2, h(l2)}.
Its opposite is not to assign any monitor in {h(l1), v2, h(l2)}.
Then we prove that the rule is necessary by contradiction.
Assume no vertex in {h(l1), v2, h(l2)} is assigned as a monitor
and l2 is still identifiable by a certain monitor assignmentM′.
According to [8, Th. VI.6], assigning v1, v3 as monitors
instead ofM′ can also identify l2. However, l2 cannot be iden-
tified by v1, v3 since l2 incidents to v3 [3]. This contradicts the
assumption. Similarly, all rules are necessary for identifying
interesting links in a cycle. Therefore, the number of monitors
in |MS | cannot be reduced in case C5.

According to the above analysis, we can see that the number
of monitors assigned in |MS | cannot be reduced in any case.
Therefore, Theorem 6 always holds.
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C. Proof of Theorem 7

Before proving Theorem 7, we first introduce the following
lemmas.

Lemma 12: Let a link l = v1v2 in a bi-connected graph
(or component) B, the link must be in at least one SPQR
component after the SPQR partitioning of B.

Lemma 13: Given a bi-connected graph B (not a single
SPQR component), there must be at least two SPQR compo-
nents which have only two 2-cut-vs, after conducting SPQR
partitioning of B.

Lemma 14: For a bi-connected component B, there are two
cases after using OMA to assign monitors for B. 1) The
number of 1-cut-v and monitors in B is two, and all interesting
links in B (including those been trimmed) are identifiable.
2) The number of 1-cut-vs and monitors in B is larger than
two.
The proofs of the above lemmas are included in the technical
report of OMA [33]. Based on the above lemmas, we are ready
to prove Theorem 7.

Proof of Theorem 7: For each bi-connected component B
in Gt, there are two cases in terms of the number of moni-
tors assigned and 1-cut-vs (Theorem 14). 1) The number of
monitors assigned and 1-cut-vs is two and all interesting links
in B (including those been trimmed) are identifiable. 2) The
number of monitors assigned and 1-cut-vs is larger than two.
Since all interesting links in case 1) have been proven to be
identifiable, we only need to consider case 2). In particular,
we need to prove that for each bi-connected component in
which the number of monitors and 1-cut-vs is at least three,
all its interesting links (including those been trimmed) are
identifiable.

Consider an interesting link l which is in V (G − Gt), it
is identifiable in both of the following two cases. If the two
endpoints of l are monitors, l is obviously identifiable. If at
most one of the endpoints of l is a monitor, there must be
at least two monitors/1-cut-vs which are not endpoints of l.
The reason is that we only need to consider the bi-connected
component with at least three monitors/1-cut-vs, as described
in the previous paragraph. According to Theorem 11, l can
be identified in this case. Therefore, all interesting links in
V (G − Gt) can be identified.

Then we consider the identifiability of interesting links in
each SPQR component of Gt. Since an SPQR component
can be a tri-connected component or a cycle, we analyze the
identifiability separately.

When the SPQR component is a tri-connected component,
there are four cases, i.e., T1 (zero sep-v), T2 (one sep-v),
T3 (two sep-vs) in Algorithm 2, and T4 in which there are
at least three sep-vs of the tri-connected component. In case
T1, Gt is a tri-connected component. Since it has no 1-cut-v,
there must be at least three monitors assigned in Gt ∪ H.
When these monitors are in Gt, all links in Gt are identifiable
(Theorem 8). When one or more helper vertices are assigned
as monitors, they have distinct paths to Gt. According to
Corollary 9, all links in Gt are identifiable. In case T2 (or T3),
the tri-connected component T has one (or two) 1-cut-v(s).
Then there must be at least two (or one) monitors assigned
in it. Similar to case T1, all links in T are identifiable

according to Corollary 9. In case T4, the tri-connected com-
ponent has at least three sep-vs. According to Corollary 9,
all links in it are identifiable. Therefore, all interesting links
in Gt are identifiable in case the SPQR component is a
tri-connected component.

When the SPQR component is a cycle, there are five cases,
i.e., C1 to C5 in Algorithm 3. Since there is no interesting
link in the cycle in case C2 and C4, we only need to consider
case C1, C3 and C5. In case C1, the two endpoints of the
only interesting link l are assigned as monitors. Therefore,
l is obviously identifiable. In case C3, the cycle C has one
1-cut-v s and one interesting link sv. In this case, OMA will
assign v as a monitor (line 7 in Algorithm 3). Then there
are already one 1-cut-v (i.e., s) and one monitor (i.e., v),
there must be at least one additional monitor m in the cycle
(since the number of monitors and 1-cut-vs is at least three).
Then a monitor m′ in Gt − C, monitor v, monitor m and
path s ∼ m′, path/link sv, path s ∼ m form a “Y”-like
structure. Three measurement paths between each of the two
monitors can easily identify these three paths. Therefore, link
sv is identifiable in case C3. In case C5, OMA solves the
Chain-rules to assign monitors. Consider an interesting link
s1s2 in case C5, OMA will generate a Chain-rule for each of
the two endpoints, if the endpoint is not a sep-v (line 12, 14
in Algorithm 3). Without loss of generality, we take s1 as
an example. Let l1 is another link that incidents to s1 in the
same cycle. Then the Chain-rule of s1 is that there should
be one monitor in the following three vertices (if exist):
s1, the helper vertex of l1 and the helper vertex of s1s2. Then
according the vertices assigned as monitors for s1s2, there
are five different cases. First, s1, s2 are assigned as monitors.
s1s2 is obviously identifiable in this case. Second, the helper
vertex of s1s2 is assigned as a monitor and there are two
monitors which have distinct paths to s1s2. According to
Corollary 9, s1s2 is identifiable. Third, the helper vertex of
l1 is assigned as a monitor and s2 is assigned as a monitor.
Similar to case C3, s1s2 can be identified by a “Y”-like
structure. Fourth, two helper vertices of the links adjacent
to s1s2 are assigned as monitors. In this case, s1s2 can be
identified by using the “Y”-like structure twice. Fifth, one
or two endpoints of s1s2 are sep-vs. For example, s1 is a
sep-v. In this case, there must be one monitor assigned in
the adjacent SPQR components with s1. Then similar to the
third and fourth cases, link s1s2 is already identifiable without
assigning monitors by solving the Chain-rules. Therefore, each
interesting link in case C5 is identifiable.

Since the interesting links in tri-connected components
and cycle are all identifiable, all interesting links of SPQR
components are identifiable, for each bi-connected component
in which the number of monitors and 1-cut-vs is at least three.
Therefore, all interesting links are identifiable by the monitor
assignment obtained by OMA. �

VI. EVALUATION

We evaluate OMA in both real network topologies and
synthetic topologies. In this section, we first give the
evaluation methodology. Then we give the results in real
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Fig. 11. Monitor assignment results in four real network topologies from the Rocketfuel project. When all links are interesting links (i.e., 100% in the
figure), the monitor assignment results of OMA, MMP and Scalpel are all the same. Since MMP always views all links as interesting links, we only show
the 100% case which represents the performance of MMP in all cases. (a) AS1755. (b) AS3257. (c) AS3967. (d) AS6461.

Fig. 12. The topology and the monitors assigned in part of a network from the Rocketfuel project. Blue links are interesting links. Red vertices are monitors
assigned by the three approaches. (a) MMP. (b) Scalpel. (c) OMA.

network topologies. Finally, we study the performance of
OMA in various network settings.

A. Methodology

The evaluation metric is the number of monitors assigned.
Two baseline approaches are implemented and compared
with OMA. First, we implement MMP [3], which assigns a
minimum number of monitors to identify all links in a net-
work. Therefore, MMP is an extreme case of the preferential
link tomography problem in which all links are interesting
links. Second, we implement Scalpel, a non-optimal monitor
assignment approach which also focuses on preferential link
tomography.

Two kinds of topologies are used to evaluate the monitor
assignment performance of OMA, MMP, and Scalpel, real
network topologies and synthetic network topologies. We use
three datasets of real internet topologies, topologies from the
Rocketfuel [35] project, the IDTK [36] from CAIDA, and
the AS-rank project [37] from CAIDA. In order to compare
the performance of OMA with MMP using the same topolo-
gies, we include the Rocketfuel topologies in the evaluation.
Since the Rocketfuel topologies are obtained about a decode
ago and modern network topologies have evolved, we also use
more recent router-level topologies from the IDTK project.
In addition to router-level topologies, we also use AS-level
topologies to evaluate the performance of OMA. We use
four AS-level topologies from the AS-rank project. For the
topologies from the IDTK project and the AS-rank project,
we use dK-graph [38] to scale them down.

Further, we use synthetic topologies to evaluate the mon-
itor assignment performance of the OMA and two baseline
approaches. Specifically, we study the impact of the topology
type and the impact of the network scale. In order obtain
these various network topologies, we use a network topology
generator, dK-graph [38], to generate them. Some links are
randomly designated as interesting links in each experiment.
We repeat each experiment 10 times and report the average
value as well as the maximum/minimum values.

B. Real Topologies

We use twelve real topologies to evaluate the monitor
assignment performance of OMA, MMP, and Scalpel. In these
twelve topologies, four of them are from the Rocketfuel
projects, four of them are from the IDTK project (down
scaled), and four of them are from the AS-rank project (down-
scaled). Table I gives the number of nodes and links of these
topologies.

Figure 11 shows the monitor assignment results in the four
Autonomous Systems (AS) from the Rocketfuel [35] project.
The x-axis is the ratio of interesting links in all links, from 1%
to 100%. The y-axis is the number of monitors assigned. When
there are more interesting links, more monitors are assigned
by OMA and Scalpel. Since MMP always views all links as
interesting links (i.e., the 100% case), the number of monitors
assigned does not depend on the ratio of interesting links.
Therefore, we only show the 100% case for MMP. Compared
with Scalpel, OMA reduces the number of monitors assigned
by 37.7% to 83.3% when 10% of the links are interesting links.
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Fig. 13. Monitor assignment results in four router-level network topologies from the CAIDA IDTK project. (a) AS1680. (b) AS3758. (c) AS6057.
(d) AS8220.

Fig. 14. Monitor assignment results in four AS-level network topologies from the CAIDA AS-rank project. (a) 20151001. (b) 20151101. (c) 20151201.
(d) 20160101.

TABLE I

NUMBER OF NODES AND LINKS OF THE TWELVE TOPOLOGIES

Figire 12 shows the topology and the monitor assignment
in part of a network from the Rocketfuel project. 40% of the
links are interesting links. The monitors assigned by the three
approaches are shown in the figure. MMP assigns 22 monitors,
Scalpel assigns 17 monitors and OMA assigns 12 monitors.

We also use more recent topologies from two projects of
CAIDA. Figure 13 shows the evaluation results in the four
topologies from the CAIDA IDTK [36] project. Compared
with the topologies from the Rocketfuel projects, these net-
works include more nodes and links. OMA assigns the min-
imum number of monitors, reducing the monitors by 21.9%
to 36.7% compared with Scalpel, when 10% of the links are
interesting links.

The above topologies are all router-level topologies.
We further evaluate the performance of OMA using
AS-level topologies. Figure 14 shows the evaluation results

in the four AS topologies from the CAIDA AS-rank [37]
project. Compared with the results in Figure 13, we can
see that Scalpel assigns much more monitors than OMA
when 10% of the links are interesting links. Take router-
level topology AS1680 and AS-level topology 20151001 as
an example, Scalpel assigns 102.4 and 240.4 monitors on
average, respectively. When we use OMA to assign monitors,
only 64.8 and 86.9 monitors are required to identify all
the interesting links on average. In all cases, OMA assigns
the minimum number of monitors, reducing the monitors by
63.9% to 67.4% compared with Scalpel, when 10% of the
links are interesting links.

C. Synthetic Topologies

We use synthetic topologies generated by the dK-graph [38]
tool to study the impact of the topology type and the network
scale.

Impact of Topology Type: Figure 15(a) shows the monitor
assignment results in the five networks with different topology
types. These five networks include the same number of nodes
(300 nodes) and different number of links (from 448 links to
932 links). Among those links, 10% of them are interesting
links. We can see that the bus topology and the ring topology
need more monitors to identify the interesting links and the
mesh topology needs the least monitors. The reason is that
there are more links in the mesh topology than in the other
topologies. Since more links can enable more measurement
paths between pairs of monitors, the mesh topology requires
less monitors than the other four topologies. Note that real
ISP network topologies could be much more complicated
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Fig. 15. Impact of topology type and network scale to the monitor assignment
performance. (a) Impact of topology. (b) Impact of network scale.

(e.g., hybrid design, multi-layered structures). For example,
the topology shown in Figure 12 is a part of a real network
topology from the Rocketfuel project. This topology is none
of the five basic network topology type, but a hybrid topology.
Therefore, we only use these synthetic network topologies to
evaluate the performance of OMA in extreme cases (i.e., pure
topology types).

Impact of Network Scale: Figure 15(b) shows the results
in four networks with different number of nodes. These four
topologies are re-scaled by the dK-graph [38] tool from the
same real network topology, they have the same network
type. As shown in the figure, all the three approaches require
more monitors in larger networks. When 10% of the links are
interesting links, OMA reduces the number of monitors by
82.3% to 86.2% compared with MMP and 55.5% to 63.5%
compared with Scalpel.

VII. CONCLUSION

In this paper, we propose OMA, an optimal monitor assign-
ment algorithm for preferential link tomography. Given a graph
representing a network topology and a set of interesting links,
OMA first partitions the graph into different components and
uses a graph trimming algorithm to trim the graph. Then OMA
carefully assigns vertices as monitors for each of the graph
components to achieve both the identifiability of interesting
links and the minimum number of monitors. Since the identi-
fiability of interesting links in different graph components are
not isolated, OMA uses a Chain-rule formulation to model
this dependency and solves it by a novel linear algorithm.
We theoretically prove the optimality of OMA and evaluate
its performance in both real network topologies and synthetic
topologies. Compared with two baseline approaches, OMA
significantly reduces the number of monitors assigned in
various network settings.
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