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ABSTRACT 1. INTRODUCTION

In wireless networks, it is often assumed that each indaichire-
less terminal will faithfully follow the prescribed protols without
any deviation— except, perhaps, for a few faulty or malisiones.
Wireless terminals, when owned by individual users, whely
do what is the most beneficial to their owners, i.e., act “skli§i’".
Therefore, an algorithm or protocol intended for selfishelgss
networks must be designed.

In this paper, we specifically study how to conduct efficient-m
ticast inselfishwireless networks. We assume that each wireless
terminal or communication link will incur a cost when it tits
some data, and the cost is known to the wireless terminalmr co
munication link itself only. Traditionally, the VCG mecham has

In wireless ad hoc networks, each terminal contributesais |
cal resources to forward the data for other terminals toestre
common good, and benefit from resources contributed by tgher
minals to rout its packets in return. Based on such a fundthen
design philosophy, wireless ad hoc networks provide ajppgéda-
tures such as enhanced system robustness, high servitabaigi
and scalability. However, the critical observation thatividual
users who own these wireless devices are generally selfishan
cooperative may severely undermine the expected perfamsast
the wireless networks. For example, it is traditionally aodve-
niently assumed that each wireless device will participatéhe
routing when it is required by the prescribed routing protec

been theonly method to design protocols so that each selfish agent However, the limitation of energy supply, memory and corimmit

will follow the protocols for its own interest to maximizesiben-
efit. The main contributions of this paper are two-folds.sEifor
each of the widely used multicast structures, we show tlea/'thG
based mechanism does not guarantee that the selfish tesmiilial
follow the protocol. Second, we desidinst multicast protocols
without using VCG mechanism such that each agent maximizes i
profit when it truthfully reports its cost.

Extensive simulations are conducted to study the pragies
formances of the proposed protocols regarding the actuaionie
cost and total payment.

Categories and Subject Descriptors

C.2.2 Network Protocols]: Routing Protocols; G.2.23raph The-
ory]: Network problems, Graph algorithms.

General Terms
Algorithms, Design, Economics, Theory.
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resources of these wireless devices raise concerns ali®tratthi-
tional belief. A wireless device may prefer not participatin the
routing to save its energy and resources. Therefore, if \wenas
that all users are selfish, providing incentives to wiretessinals
is a must to encourage contribution and thus maintain thesteb
ness and availability of wireless networking systems. Tunestjon
turns to how the incentives are designed. Consider a urrimaishg
protocol based on the least cost path (LCP): each termirekisd
to declare its cost of forwarding a unit data for other tersnand
the least cost path connecting the source and the targentdris
then selected. A very naive incentive is to pay each wireless
minal its declared cost. However, the individual wirelesmsrinal
may declare an arbitrarily high cost for forwarding a datakea
to other terminals hoping to increase its payment. Here, anadv
like to design a payment scheme such that every wirelessrtakrm
will report its cost truthfully out of its own interest to miaxize
its profit. This payment scheme is calletlategyproofin the liter-
ature since it removes speculation and counter-specnlatitong
wireless terminals. Then a natural question is how we desigh
a payment scheme.

The most well-known and widely used strategyproof payment
method is so called VCG mechanism family by Vickrey [21], ®é&
[6], and Groves [10]. A VCG mechanism uses an output that max-
imizes thesocial efficiencyi.e., the total valuations of participat-
ing agents. Several mechanisms [15, 7, 1], which essgnbeH
long to VCG mechanism family, have been proposed in the-liter
ature to ensure that each network agent will report its ot
fully for unicast. In these mechanisms, the least cost pattich
maximizes the social efficiency, is used for routing. To supp
communication among a group of users, multicast is morei@fic
than unicast or broadcast, as it can transmit packets tod#dens
using fewer network resource, thus increases the socieiesfty.

A truthful multicast protocol, which selfish wireless terminals will
follow, is composed of two parts (1) the tree structure tloanects



the sources and receivers, and (2) the payment to the retégsno
in this tree. Multicast poses a unique challenge in desgystrat-
egyproof mechanisms: it is NP-hard to to find the tree strectu
with the minimum cost, which in turn maximizes the social-effi
ciency. A range of multicast structures, such as the leagtpath
tree (LCPT), the pruning minimum spanning tree (PMST),udlt
minimum spanning tree (VMST) and Steiner tree, were pragose
to replace the optimum multicast tree. In this paper, we ol

network. Each agent, for i € {1,---,n}, has somerivate
information ¢;, called itstype e.g., the cost to forward a packet
in a network environment. All agents’ types define a type eect
t=(t1,ta, - ,tn).

A mechanism defines, for each agérd set of strategied;. For
each strategy vectar= (a1, -- ,an), i.€., agent plays a strategy
a; € A;, the mechanism computes antputo = o(ai,- -, an)
and gpaymenvectorp = (p1,- -+ ,pn), Wherep; = pi(a1,- -+ ,an)

redesign the wheel, instead, we show how payment schemes cans the money given to the participating agentFor each possi-

be designed for existing multicast tree structures somatiselfish
wireless terminals will follow the protocols for their ownterests.

The main contribution of this paper is as follows. Firstlgr f
each of these widely used multicast structures, we shovathia-
ple application of VCG payment method is not strategypramf:
wireless terminal may have incentives to lie about its cosnt
crease its profit. This is due to the fundamental differeratevben
unicast and multicast: it is NP-hard to find the minimum coat-m
ticast tree that span the sources and receivers, while éis¢ dest
unicast path can be found in polynomial time. Secondly, vwegte
a strategyproof payment scheme for each of these multitrast s
tures and prove that each of our payment schemes is the nrimimu
among any truthful payment schemes for a given specific oasiti
tree structure. To the best of our knowledge, our protocadtze
first truthful mechanisms that do not reply on VCG mechanisms for
routing in selfish networks.

Notice that ensuring that each wireless terminal repostsast
truthfully is only one part of the story of truthful routingvhich
includes the routing subgame and the forwarding subgamedd/e
have to guarantee that they will indeed forward the packets-
fortunately, it has been shown in [24] that there does natexi
dominant strategy solution in which every node always fodsa
packets in ad-hoc routing and forward games. In this papefow
cus on dominant strategy solutions in routing subgame iticas.
We study both link cost and node cost. For link cost, [24] show
that special care must be taken when designing a mechanisgratso
the links will report their non-private link types truthfyl In this
paper, we assume that such a cryptographic mechanism iada pl
(e.g, [24]). Given that, we focus on designing truthful rraast
routing scheme for link cost model and node cost model.

The rest of the paper is organized as follows. First, we thioe
some preliminaries and related works in Section 2. We alssqut
our communication model and the problems to be solved in this
paper. We study the strategy-proof mechanism for link wieigh
network in Section 3 and node weighted network in Sectioridh- S
ulation results are presented in Section 5. We conclude apem
in Section 6 by pointing out some possible future work.

2. PRELIMINARIES AND PRIOR ART

2.1 Preliminaries

In designing efficient, centralized or distributed algmmits and
network protocols, the computational agents are typicaigumed
to be eithecorrect/obedientr faulty (also called adversarial). Here
agents are said to beorrect/obedientif they follow the protocol
correctly. In contrast, economists design market mechaiis
which it is assumed that agents aational. The rational agents re-
spond to well-defined incentives and will deviate from thetpcol
only if it improves their gain.

A standard economic model for the design and analysis of sce-

narios in which the participants act according to their owti-s
interests is as follows. Assume that there aragents, which
could be the wireless devices in a wireless ad hoc netwohles, t
computers in a peer-to-peer networks, or even network limkes

ble outputo, agenti's preferences are given by a valuation func-
tion v; that assigns a real monetary numbeft;, o) to outputo.

Let u;(t;,0(a), pi(a)) denote theutility of agent: at the outcome

of the game, given its preferencesand strategies profile =
(a1,--- ,an) selected by agents. A common assumption in mech-
anism design literature, and one which we will follow in thiper,

is that agents argtional and have quasi-linear utility functions.
The utility function isquasi-linearif w;(t:, 0) = v;(t:, 0) +ps. An
agent is calledational, if it always maximizes its utility by find-
ing its best strategy. For a multicast routing protocol, $ee of
strategiesAd;, for a terminalk in a direct revelation mechanism is
the set of possible costs that termiiatould declare. The utility

of the terminalk on a tree connecting the source and the receivers
is the paymenpy, for terminalk minus its cost,. A strategya;

is calleddominant strategyf it maximizes the utility regardless of
what other agents do, i.e.,

wi(ti, o(ai, bi), pi(ai,b-:)) > ui(ti, o(as, b—i), pi(ai, b-:))

for all a; # a; and all strategies_; of agents other than Here
a—; = (a1, ,a;-1,a:+1, - ,an) denotes the vector of strate-
gies of all other agents except

Hereafter, we only consider direct-revelation mechanismhich
the only actions available to agents are to make direct slaibout
their preferences; to the mechanism. A mechanismincentive
compatiblg(IC) if reporting valuation truthfully is a dominant strat-
egy. Another very common requirement in the literature fecha-
nism design is so calleddividual rationality or voluntary partici-
pation the agent’s utility of participating in the output of the aie
anism is not less than the utility of the agent if it did nottfpate
at all. For convenience, let'b = (t1,--- ,ti—1,b,tit1, - ,tn),
i.e., each agent # i reports its type; except that the agentre-
ports typeb. Then, IC implies that, for each agent; (¢, o(t)) +
pi(t) > vi(ti, o(t|'b)) + pi(t|'b); and IR implies that, for each
agents, v;(t;, o(t)) + pi(t) > 0.

Arguably the most positive result in mechanism design ishigha
usually called the generalized Vickrey-Clarke-Groves @Gj@ech-
anism by Vickrey [21], Clarke [6], and Groves [10]. The VCG
mechanism applies to maximization problems where the tiagec
function is simply the sum of all agents’ valuations. A diresve-
lation mechanism/ = (o(t), p(t)) belongs to the VCG family if
(1) the outpub(t) computed based on the type vectanaximizes
the objective functiory(o,t) = >, vi(t:, 0), and (2) the payment
to agenti is pi(t) = >, vi(t;,0(t)) + hi(t—:). Herehi() is
an arbitrary function of_;. A VCG mechanism is always truth-
ful [10]. Under mild assumptions, VCG mechanisms aredhly
truthful implementations to maximize the total valuati¢9s

Although the family of VCG mechanisms is powerful, but it has
its limitations. To use VCG mechanism, we have to compute the
exact solution that maximizes the total valuation of allrege This
makes the mechanism computationally intractable in masg<a
Notice that replacing the optimal algorithm with non-opginap-
proximation usually leads to untruthful mechanisms if VC&p
ment method is used [15]. To make the mechanism tractatde, th
output method(), and the payment methqd) should be com-



putable in polynomial time. Notice that itis NP-hard to fihé tree
with the minimum cost for multicast. Thus, the VCG mechanism
using optimum minimum cost tree as output is not polynomiall
computable ifP # NP.

In summary, we want to design strategy-proof multicastgrot
cols for a selfish wireless network with the following projpes.
1) Incentive Compatibility (IC)an agent will reveal its true cost to
maximize its utility no matter what the other agents dolr@livid-
ual Rationality (IR) an agent is guaranteed to have non-negative
utility if it reports its cost truthfully; and 3Polynomial Time Com-
putability (PC) all computations (the computation of the output
and the payment) are done in polynomial time.

2.2 Prior Art on Selfish Routing

How to achieve cooperation among selfish terminals in né¢wor
was previously addressed in [4, 12, 14, 3, 5, 18, 19]. In [dd{les,
which agree to relay traffic but do not, are termed as misbabav
Their protocol avoids routing through these misbehavingeso In
[4, 12, 5, 3], a secure mechanism to stimulate nodes to catgper
is presented. The key idea behind these approaches is timt te
nals providing a service should be remunerated, while teatsi
receiving a service should be charged. Each terminal mamta
counter, callechuglet counterin a tamper resistant hardware mod-
ule, which is decreased when the terminal originates a paaic:
increased when the terminal forwards a packet.

Routing has been an important part of the algorithmic meishan
design from the very beginning. Nisan and Ronen [15] pravide
a polynomial-time strategyproof mechanism for optimalcast
route selection in a centralized computational model. #&irtfor-
mulation, the network is modelled as an abstract gi@ph (V, E).
Each edgee of the graph is an agent and has a private type

2.3 Communication Model

In this paper, as did in the literature, we study two diffeémod-
els of wireless networking: link weighted and node weightet
working. For both models, usually the communication links a
needed to be symmetric due to the following requirementh eac
ceiver has to send an acknowledgment packet directly toethees
after it received the data. Thus, in this paper, we consitieom-
munication links as undirected. Actually, our results cpplg to
case when the link is directed with some minor modification.

In a link weighted network, each communication link incurs a
cost when a message is sent over it and the communicatiofslink
an agent, e.g., the marginal cost of this link transmittimg data.
For example, in a cellular networks, it could be the cost afgithe
channel. For node weighted network each communicationinatm
will incur a cost when it has to relay a message for other node.
Typical example of a node weighted network is the wirelessad
network with fixed transmission range. Throughout this pape
always assume that the networlbisconnected which implies that
if we remove the agent the network is still connected. Thésiamgp-
tion is necessary to prevent some nodes from being monopaly a
charging arbitrary cost, in addition to increase netwolbusiness.

It is well known that finding the minimum cost multicast tree
(MCMT) is NP-hard for both link weighted networks and node
weighted networks. So several multicast structures wespqaed
in the literature to approximate MCMT. In practice, two tgpeaf
multicast structures are used to meet the requirementdfefeatit
applications: source based multicast tresnd share based multi-
cast tree For those applications like online movie, they usually
have one or only a few senders and lots of receivers. Thexefor
we often use a source based multicast tree in which receiviys
receive messages but do not send them. On the other hand, many

which represents the cost of sending a message along this edg applications have lots of active senders, such as disechuterac-
Their mechanism is a VCG mechanism by using the Least Cost tive simulation applications, and distributed video-gagn{where

Path (LCP) as its output. Feigenbawn al [7] then addressed
the truthful low cost routing in a different network model hdy
assume that each nodeincurs a transit cost; for each transit
packet it carries. Their mechanism again is the VCG mechanis
They gave a distributed method such that each rade compute
a paymentvi-“j > 0 to nodek for carrying the transit traffic from
nodei to node; if node & is on the LCPLCP(3, j). Anderegg
and Eidenbenz [1] recently proposed a similar routing praltéor

most receivers are also senders). In this case, the sharé tras
is used to increase the scalability.

In this paper, we study how to design truthful payment scteeme
for the most widely used multicast trees, including sourasebl
trees and shared trees for both edge weighted and node eeight
networks. The following assumptions are adopted in thisspap
(1) all receivers will relay the data packets for peer remesivfor
free if it is asked to do so; (2) each relay agent (terminairdq)l

wireless ad hoc networks based on VCG mechanism again. Theyhas a privately known cost to relay a transit traffic for ottesr
assumed that each link has a cost and each node is a selfigh agenMinals and the cost imidependentf the number of its children

Feigenbaunet. al[8], by assuming dixed multicast structure, de-
signed a strategyproof mechanism that selects a subseataiees
(each with a privately known willing payment) and then skéte
cost of the multicast tree providing the service among thectsd
receivers so budget balance is achieved.

in the multicast tree; (3) the candidate relay agents (tleatagoe-
sides the source and the receivers) will coludewith each other
to improve their gains; (4) all agents are rational; (5) aerage-
ceives zero payment if it is not in the multicast structure] €) the
source of the multicast will pay the selected relay ternsindlwe

When applying VCG mechanisms to complex problems such as 'elax any of first five assumptions, we would have to desigferdif

multicast, a problem emerges: even finding the optimal oo&sis
computationally intractable. A critical observation mameNisan
et al. [16] and other researchers is that if the optimal outcome
is replaced by a polynomial-time computable structure ttien

ent mechanisms. If the sixth assumption is not met, we nesidrle
a payment sharing [23] scheme to share the payments faidpam
all receivers. Regarding the collusion, notice multicast special
case of unicast. If we consider the unicast, in referencg B2

mechanism using payment computed based on VCG method is noduthors proved a negative results about the non-existefricetio-

longer necessarily truthfull This phenomena is almost ensial.
To address this, Nisan and Ronen [16] introduced a notioeaf f
sible truthfulness that captures the limitation on agemysosed by
their own computational limits. They showed that underoeable
assumptions on the agents, it is possible to turn any VC@ebas
mechanism into a feasibly truthful one, using an additiamieal
mechanism. In this paper, we use a totally different apgrdac

using a payment scheme other than the VCG scheme, and we dofeq, ez, - -

notassume any computational limits on the agents.

ful payment if general collusion happens, i.e., there israthful
payment scheme that can prevent any two agents from imgrovin
their gains by collusion with each other.

2.4 Problem Statement

Consider any communication netwotk = (V, E,c), where
V = {v1, - ,v,} is the set of communication terminalg, =
,em } is the set of links, and is the cost vector of all
agents. Here agents are terminals in a node weighted netmaolrk



are links in a link weighted network. Given a set of sourced an
receiversd = {qo,q1,q2, -+ ,q-—1} C V, the multicast problem
is to find a tree€l’ C G spanning all terminalg). For simplicity,
we assume that = ¢o is the sender of a multicast session if it ex-
ists. All terminals or links are required to declare a cosetdying
the message. Let be the declared costs of all nodes, i.e., agent
declared a cost;. Based on the declared cost profileve should
construct the multicast tree and decide the payment forgbata.
The utility of an agent is its payment received, minus its dasis
selected in the multicast tree. Instead of reinventing theels, we
will still use the previously proposed structures for nedst as the
output of our mechanism. Given a multicast tree, we will gttrok
designing of strategyproof payment schemes based on ¢leis tr
Given a networkH, we usew(H) to denote the total cost of all
agents in this network. If we change the cost of any agéirik ¢;
or nodeu;) to ¢, we denote the new network & = (V, E, c|'c}),
or simply c|’c}. If we remove one ageritfrom the network, we
denote it ag|*co. DenoteG'\e; as the network without link;, and
denoteG'\v; as the network without node; and all its incident
links. For the simplicity of notation, we will use the costcter ¢
to denote the network = (V, E, ¢) if no confusion is caused.

3. MULTICAST IN LINKWEIGHTED COM-
MUNICATION NETWORKS

In this section, we discuss how to conduct truthful multicas

when the network is modelled by a link weighed communication
graph. We assume the communication network is modelled by an

undirected graptG = (V, E,c). Here, the value of; is only
known to each individual linl;.
We specifically study the following three structures: leamst

path tree (LCPT), pruning minimum spanning tree (PMST), and Her

link weighted Steiner tree (LST). Notice that the first staue be-

longs to the family of the source based multicast tree, wihiee

second and the third structure belong to the share basedtastlt
tree.

3.1 Least Cost Path Tree

In practice, this is the most widely used multicast disttiinu
tree. Notice that, although we only discuss the using oftleast
path tree for the link weighted network (i.e., the link witldur a
cost when transmitting data), all results we presentedigsib-
section can be extended to the node weighted scenario witingu
difficulty.

3.1.1 Constructing LCPT

First, each linke; will report a costd; of forwarding the unit
data, which is collected to the source node using the lintestl-
gorithm. For each receive, # s, we compute the shortest path
(least cost path), denoted WCP(s, gi, d), from the sources to
¢; under the reported cost profitt The union of all least cost
paths from the source to receivers is calledst cost path tree
denoted byLC' PT'(d). Clearly, we can construct LCPT in time
O(nlogn + m). Next we discuss how to design a truthful pay-
ment scheme while using LCPT as the output.

LCPT, a link may have incentives to lie about its cost. Figlie
lustrates such an example where link can lie its cost to improve
its utility.

(a) Graph G

(b) LCPT

(c) LCPT after lie

Figure 1: The cost of links arec(sq1) = ¢(sq2) = ¢(sv3) = M,
and c¢(q1v3) = c(q2v3) = €. Here, g1 and g2 are the receivers.

The payment to linksvs is 0 and its utility is alsa) if it reports
its cost truthfully. The total payment to lirdvs whenswvs reported
acostds = M — 2cisw(LCPT(c[>00)) — w(LOPT(c|*ds)) +
ds = 2M — (M — 2e + 2¢) + M — 2¢ = 2M — 2¢ and the utility
of link sv3 becomesus(c|*ds) = 2M —2¢ — (M +¢) = M — 3¢,
which is larger tharus (¢) = 0, when0 < € < M/3.

3.1.3 Strategyproof mechanism on LCPT

Now, we describe our strategyproof mechanism that does not
rely on VCG payment. For each receivgr # s, we compute
the least cost path from the sourcéo ¢;, and compute a payment
pi(d) to every linkey on theLCP(s, ¢, d) using the scheme for
unicast

e |LCP(s, ¢i,d)| denotes the total cost of the least cost path
LCP(s, ¢, d). The final payment to link, € LCPT is then

pr(d) = max pi (d) Q)

2 €Q

The payment to each link not on LCPT is simply

Before we show that the above payment scheme (1) is truthful,
let us illustrate it by a running example of how we pay lisds
in Figure 1. If link svs reports a cosf\/ truthfully, then it gets
payment) since it¢Z the LCPT. If link svs reports a cosM — 2e,
itis now in the LCPT (composed of linkass, vsq1, andvsgz). Its
payment then becomesax(p},, , p2,, ), Wherepl,, = M — 2¢ +
ILCP(s,q1,d|*"300)| — |LCP(s,q1,d)| = M —2¢+ M — (M —
2¢+€) =M —e, andpﬁv3 = M — e similarly. Then the profit of
link sv3 becomeSnax(pil,S,pﬁvg) — M = —¢, which is less than
what it gets by reporting its truth cost.

THEOREM 1. Payment (1) based on LCPT is truthful and it is
minimum among all truthful payments based on LCPT.

PrRoOOF Clearly, when linkey, reports its cost truthfully, it has
non-negative utility, i.e., the payment scheme satisfiesRhprop-
erty. In addition, since payment scheme for unicast is fulith
S0 e, cannot lie its cost to increase its paymeiic) based on
LCP(s,q;,d). Thus, it cannot increaseax,, cq pi(c) by lying
its cost. In other words, our payment scheme is truthful.

3.1.2 VCG mechanism on LCPT is not strategyproof \ye then show that the above payment scheme pays the minimum
Intuitively, we would use the VCG payment scheme in conjunc- among all strategyproof mechanism using LCPT as outpubrgef

tion with the LCPT tree structure as follows. The paymeptd)
to each linkey, in LCPT is

pr(d) = w(LCPT(d|*)) — w(LCPT(d)) + dy.

showing the optimality of our payment scheme, we give sonfie de
initions first. Consider all paths from sendeto receiverg;, they
can be divided into two categories: with edgeor not. The path
having the minimum length among these paths with edges de-

We show by an example that the above payment scheme is notnoted as. CP., (s, g;, d); and the path having the minimum length

strategyproof. In other words, if we simply apply VCG schemne

among these paths without edgeis denoted akCP_., (s, gi, d).



Assume there is another payment scheghikat pays less for a
link ex in a networkG under cost profilel. Letd = pi(d) —
pr(d), thend > 0. Without loss of generality, assume tha{(d) =
pi(d). Thus, linkey, is onLCP(s, ¢;, d) and the definition op}, (d)
implies that

|LCP*€I¢ (87 qi, d)' - |LCP(87 qi, d)' = pk(d) — dp.
Then consider another cost profi# = d|*(px(d) — &) where

the true cost of linkey is px(d) . Under profiled’, since

.
ILCP_., (s,¢i,d")| = [LCP_, (s, gi, d)|, we have

) )
ILCPe,, (s,q:,d[*0)| + pi(d) — 3

é
ILCPe,, (5,4, d)| + pr(d) — 37 dy,

“-Cpek (57 qi, d,)l

1
[LCP(s, qi, d)| + px(d) — R di

>

ILCP_¢, (s, qi,d)

2
ILCP ¢, (s, i, d)| = |LCP ¢, (5,4, d)]

Thus,e, € LCPT(d'). From the following Lemma 2, we know
that the payment to link;, is the same for cost profilé andd'.
Thus, the utility of linke; under profiled’ by payment schemg
becomesiy.(d') — ek = pr(d) — ¢ = pr(d) — (pr(d) — §)
—% < 0. In other words, under profilé’, when linke,, reports its
true cost, it gets a negative utility under payment schgmehus,
p is not strategyproof. This finishes our proofl]

LEMMA 2. If a mechanism based on a trge with payment
functionp is truthful, then for every agemnt, in network, ifa;, € T
then payment functiopi. (d) is independent of its declared cakt.

PROOF We prove it by contradiction. Suppose that there exists
a truthful payment scheme such thiatd) depends orl. There
must exist two valid declared costs andz» such thatr; # z2
andpy, (d|*z1) # pr(d|*z2). Without loss of generality we assume
that jx (d|*z1) > pr(d|"z2). Now consider agent;, with actual
costcy, = x2. Obviously, it can lie its cost as; to increase his util-
ity, which violates the incentive compatibility (IC) prope [

Notice that the payment based pR(c) ming, e pi(c) is
not truthful since a link may lie its cost upward so it can dist
some low payment from some receivers. In addition, the payme
pr(c) = 2, cq Pi(c) is nottruthful either.

3.1.4 Computational complexity

Assume there arereceivers, for every terminal, we calculate
the payment for all nodes, € LCP(s, ¢;, ¢) based on.CP(s, ¢s, ¢)
using the fast payment scheme for unicast problem [22]. This
will take O(nlogn + m) time. So for all terminals, it will take
O(rnlogn + rm). Note that we can construct the least cost path
tree in timeO(nlogn + m). A very natural question is whether
we can reduce the time complexity fro®(rnlogn + rm) to
O(nlogn 4+ m). We leave it as an open question.

3.2 Pruning Minimum Spanning Tree

need the tree to span all the nodes in the multicast grouppule ¢
further trim some branches of the MST that does not contayn an
receivers.

3.2.1 Constructing PMST

First we construct the minimum spanning tte&ST'(G) on the
graphG. We then root the tred/ ST (G) at senders, prune all
subtrees that do not contain a receiver. The final structucalled
Pruning Minimum Spanning Tree (PMST).

3.2.2 VCG mechanism on PMST is not strategyproof

Intuitively, we would use the VCG payment scheme in conjunc-
tion with the PMST structure. The payment to an edge €
PMST(G) based on VCG would be as follows

pr(d) = w(PMST(d|*o0)) — w(PMST(d)) + di.

We show by an example that the above payment scheme is not
strategyproof. Figure 2 illustrates such an example whiekejl v1
has a negative utility when it reveals its true cost.

%
1 1
> ’s % s v, 6 < %
(a) GraphG (b) PMST(G)  (c) PMST(G\svs)

Figure 2: Terminals S is the sender andqi,q2 are receivers;
c(sq1) = 1.5 and c¢(q1q2) = c(sv3) = c(vsqe) = 1.

If sus reveals its true cost, its paymenti$ P M ST (G\svs)) —
w(PMST(G) + ¢(svs) = 2.5 —3 4+ 1 = 0.5 and the utility of
link sv3 becomes-0.5, which violates IR.

3.2.3 Strategyproof mechanism on PMST

We now discuss our strategyproof payment scheme using PMST
as the output. Instead of applying the VCG mechanism on PMST,
we apply VCG mechanism on the MST. The payment for edge
PMST(d)is

pr(d) = w(MST(d[*0)) — w(MST(d)) + dy.

For every edgex ¢ PMST(d), its payment ig).

Before prove the truthfulness and the optimality of our pagtn
scheme, we first illustrate it by an example of how the payn@nt
link svs is computed. Clearly, the MST without using links has
total cost3.5 and the MST when linksvs is considered has total
cost3. Thus, the payment to linkvs by payment (2) i8.5 — 3 +
1 = 1.5 and the utility of linksws is 0.5.

)

THEOREM 3. Our payment scheme (2) is truthful and minimal
among all truthful payment schemes based on PMST.

PROOF For link e, € PMST(d) or e, ¢ MST(d), the
payment is exactly the payment based 6T structure. No-
tice the payment based dvi ST belongs to VCG mechanism, so
it is truthful. Thus, ife, € PMST(d) or e, ¢ MST(d), it
does not have the incentive to lie. Now considering whgne

For LCPT tree, each sender of the multicast group has to build M ST (d)—PMST(d). If e liesits cost such that, ¢ MST(d),

the tree rooted at itself. Although it can be constructedieffitly
using the information collected from unicast, still oneetheas to be
constructed for each possible sender. One way to alleviatéstto
construct a common tree that can be used by all possible isende
Minimum cost spanning tree is a reasonable choice. Sincawye o

then it still gets utility0; else theM/ ST will keep unchanged which
implies thatey, is still not in PM ST Thus,e, also don't have the
incentive to lie in this case. So our payment scheme (2) thftili
Fore, € PMST(d) our payment is same as the payment for
M ST, which is a VCG mechanism. Thus, our payment is minimal



among all truthful payment scheme if the output is PMST. Deda
proof is omitted here due to space limitl]

3.2.4 Computational complexity

Obviously, we can construct the PMST in tini®nlogn +
m). We then analyze the time complexity of computing all links’
payment in PMST. LetG\ M ST'(G) be the graph after removing
the edges oM/ ST (G) from G. Call the minimum spanning tree
of G\M ST (@) the second minimum spanning tree, denoted by
MST>(G). It was shown that the total payment to all links in the
MST equals to the actual cost of tAé.ST>(G) in [2]. Also, it is
not difficult to calculate payment for every link in PMST innt
O(nlogn + m), which is optimal.

3.3 Link Weighted Steiner Tree (LST)

It is well-known [17, 20] that it is NP-hard to find the minimum
cost multicast tree when given an arbitrary link weighteapiyG'.

For LCPT and PMST structure, while they usually work well in
practice, in some extreme situations, the cost of thesetatas
could be arbitrary larger than the optimal cost. Then it isitddle
that we can find a structure such that even in worst case, #te co
of structure is at mostv times of the optimal. In literature, this
structure is said to be a-approximation of the optimal and is
called the approximation ratio.

Takahashi and Matsuyama [20] first gave a polynomial time al-
gorithm that can outp@-approximation of the minimum cost Steiner
tree (MCST). Then a series of results have been developed-to i
prove the approximation ratio. The current best result is thu
Robins and Zelikovsky [17], in which the authors presentpdlig-
nomial time method with approximation ratio+ % Takahashi
and Matsuyama’s algorithm is simpler and can be implemeinted
a distributed way, which fits the need of wireless networkisusl
we use this algorithm instead of the algorithm with the bpgrax-
imation ratio to construct multicast tree.

3.3.1 Constructing the LST
We first review the algorithm by Takahashi and Matsuyama:

ALGORITHM 1. (Takahashi and Matsuyama [20])

Repeat the following steps until no receiver remains:

1. Find one of the remaining receiver, sgy that is closest to
the sourcss, i.e., theLCP(s, g;, d) has the least cost among
the shortest paths fromto all receivers.

2. Connecy; to s using the least cost path between them and
contract this least cost path to one virtual vertex. Remove
some edges during contracting if necessary. This is virtual
source terminal for next round.

For each iteration in Algorithm 1, we call it a round. LRf be
the path found in round andt; be the receiver it connects with the
virtual source terminal. Given receivers, the method terminates
in r rounds. Hereafter, leLST(d) be the final tree constructed
by Algorithm 1. The authors of [20] proved that{ LST'(d)) <
2w(MCST(d)).

3.3.2 VCG mechanism on LST is not strategy-proof
Given a treeLST'(d) approximating the minimum cost Steiner

Vik+1

1+g +&

Figure 3: Terminals ¢;, 1 < i < k are receivers; the cost of
each link vx41¢; and vi1s is 1 + ¢, where ¢ is a sufficiently
small positive real number. The cost of each linkg;¢;+1 and
sq1 1S 2.

We give an example to show that this payment scheme does
satisfy IR property, i.e., itis possible that some edge& mgative
utility. Figure 3 illustrates the example with terminabeing the
source terminal. It is not difficulty to show that, in the firstuind,
link sq1 is selected to connect terminalsand ¢; with cost2; in
roundr, we will select linkg,—1¢, to connect tog, with cost2.
Thus, the tree.ST(G) will be just the pathsqigz - - - &, whose
costisy 1) c(qiqit1) + c(sq1) = 2k.

When linke; = sq1 is hot used, itis easy to see that the final tree
LST(G\e1) will only use terminalv,41 to connect all receivers
with total cost(k + 1)(1 + €). Thus, the utility of linke; = sq is
w(LST(G\e1))—w(LST(GQ)) = (k+1)(14€)—2k = ke—k+2,
which is negative when < % Thus, the payment to linkg;
does not satisfy the incentive rationality property.

3.3.3 Strategy-proof mechanism based on LST

In this subsection we describe our strategyproof mechafvisti-
out using VCG) based ohST'. Instead of paying the wireless link
based on the final structure LST, we will calculate a payment f
each round and choose the maximum as the final payment. Let
w;(d) be the cost of the path; selected in théth round if the cost
profile isd.

ALGORITHM 2. Truthful payment to e based on LST

1. Use Algorithm 1 to findZ.ST'(d|*o0). When linkey, is not
present, the graph used in the beginning of rolisdienoted
as@G; .

2. For every round, considering grapld; “* | J e, find LCP
from s to every remaining receivers and choose the LCP with
the minimum weight. For simplicity, we denote this LCP as
Pi(d).

3. Define the payment for edgg in round: as

pi(d) = wi(d|"*o0) — |Pi(d)| + di

4. The final payment to link;, on LST'(d) is

pr(d) = max pj.(d) ®

THEOREM 4. Our payment scheme based on LST is strategy-
proof and minimum among truthful payment schemes basedon LS

PROOF First, for every round, the payment schems, (d) be-

tree, a natural payment scheme would be to pay each edge base#ngs to VCG mechanism, sq. gets maximum and non-negative

on VCG scheme, i.e., the payment to an edge LST(G) is
pr(d) = w(LST(d)"c0)) — w(LST(d)) + dy.

utility from round i if it reveals its true costy. Notice the final
payment scheme is the maximal @f(d) over all roundi, soey
gets maximum and non-negative under payment scheme (3) when



it reveals its true cost,. Thus, our payment scheme is strategy-
proof.

Now we prove the optimality of our payment scheme. We prove
by contradiction. Suppose there exists a payment schiesueh
that for profiled, pi(d) < pr(d), which equal®y(d) = pr(d) — 6
(6 > 0). From the IR property, we can assure thatis se-
lected under profilel. Here we argue that ifl, < px(d), then
er € LST(d). Without loss of generality, we can assuméd) =
pi(d) for some round. If ey is selected before rouridthen done.
Else, in roundi, we havedr < pi(d) = pj(d) = w;(d|"o0) —
|P;(d|*0)|. This implies thatw; (d|*co) > |P(d|*0)| + dx, which
guarantees that, is selected in round Considering profilel|* p(d)—
¢ with ex’s true costc, = pi(d) — 2. From lemma 2¢;'s pay-
ment undetp equals topx (d|'pk(d) — 2) = pr(d) — &, which is
smaller than the true cost = pi(d) — § of link ex. This violates
the assumption that payment schemis truthful, which finishes
our proof. [

3.3.4 Computational complexity

For every round, the paymenpt (d) could be calculated in time
O(nlogn + m). There arer rounds, where- is the number of
receivers, so overall complexity @(rn log n+rm). The question
left unsolved is: can we reduce the time complexityto: log n +
m), which should be optimal if we can achieve that.

4. MULTICASTINNODEWEIGHTED COM-
MUNICATION NETWORKS

In this section, we discuss in detail how to conduct truthfiul-
ticast when the network is modelled by a node weighed commu-
nication graph. We specifically study the following two stiures:
virtual minimum spanning tree (VMST) and node weightedigtei
tree (NST). Although LCPT is a very commonly used structare i
node weighted wireless networks, but its construction aradegyy-
proof payment scheme are nearly the same as in the link vegight
networks, so we omit the discussion of this structure here- N
tice both VMST and NST are share-based multicast trees,hwhic
implies that the receivers could also be the sender. In ipeact
for those share-based trees, receivers/senders in thensaltieast
group usually belong to the same organization or compariyieso
behavior can be expected to be cooperative instead of uecaop
tive. Thus, we assume every receiver will relay the packepéer
receivers for free.

4.1 Virtual Minimum Spanning Tree

4.1.1 Constructing the VMST

Our virtual minimum spanning tree structure mimics the @er
network for the multicast. For each pair of nodes in the roat
group, we build a tunnel using the shortest cost path comgect
them. Among all the tunnels, we select the minimum cost tree
to connect all nodes in the multicast group. We first desauilne
method to construct the virtual minimum spanning tree.

ALGORITHM 3. Virtual MST Algorithm

1. First, calculate the pairwise least cost patlCP(g¢;, g;, d)
between any two terminalg, g; € @ when the declared
cost vector isi.

. Construct a virtual complete link weighted netwéfkd) us-
ing Q as its terminals, where the linfsg; corresponds to the
least cost path.CP(q;, ¢;, d), and its weightv(g:g;) is the
cost of the path CP(q;, ¢;, d), i.e.,w(qiq;) = |LCP(g¢s, g, d)|.

3. Build the minimum spanning tree (MST) &i(d). The re-
sulting MST is denoted d8M ST'(d).

4. For each virtual linkg;g; in VM ST (d), we mark every node
on LCP(qg;, g;,d) as relay node. Thus, a terminal; is a
relay node iffu, is on some virtual links in th& M ST'(d).

4.1.2 VCG mechanismon VMST is not strategy-proof

In this subsection, we show that a simple application of VCG
mechanism on VMST is not strategy-proof. Figure 4 illusisat
such an example where termina can lie its cost to improve
its utility when output is VMST. The payment to terminal is
0 and its utility is also0 if it reports its cost truthfully. The to-
tal payment to terminals whenwvs reported a cosfs = M — cis
W(VMST (c[>00)) —w(VMST (c|>ds)) +ds = 2M — (M —¢) +
M — e = 2M and the utility of terminabs becomesus(c|>ds) =
2M — (M + €) = M — ¢, which is larger thams (¢) = 0. Thus,
VCG mechanism based on VMST is not strategy-proof.

M+¢

O
(a) Graph G

(b) VMST

(c) VMST with lie

Figure 4: The cost of terminals arec(va4)
c(vs) = M +e.

c(vs) = M and

4.1.3 Strategyproof mechanism on VMST

Before discussing the strategyproof mechanism based onlYMS
we give some related definitions first. Given a spanningTread
a pair of terminalgp and g on T', clearly there is a unique path
connecting them ofi’. We denote such path &r(p, ¢), and the
edge with the maximum length on this path a&(p, ¢, T). For
simplicity, we usel.E(p, ¢, d) to denoteL E(p, ¢, VM ST(d)) and
useLE(p, q,d|*d},) to denoteL E(p, g, V M ST (d|*d})).

Following is our truthful payment scheme when the outputés t
multicast tred/ M ST'(d).

ALGORITHM 4. Truthful payment scheme based on VMST

1. Forevery terminal, € V\Q in G, first calculated/ M ST'(d)
andV M ST (d|*oo) according to the terminals’ declared costs
vectord.

. Forany edge = ¢;q; € VM ST(d) and any terminal;, €
LCP(qi, g;,d), we define the payment to terminag) based
on the virtual linkg; ¢; as follows:

pil (d) = |LE(gi, 5, d|"00)| — ILCP(qi, 7, d)| + di.

Otherwise,pé‘;(d) is 0. The final payment to terminaly,
based oV M ST(d) is
pr(d) =

Py (d). (@)

max
4iq; EVMST(d)

Again we first illustrate our payment scheme by a running ex-
ample. Nodevs gets paymen® when it reports its true cost/ +
e. When it lies its cost taV/ — ¢, let us see how much we will
pay. Now the VMST will have two links;g: (corresponding to
LCP(s,q1,d") = svszq1) andsg: (corresponding taCP(s, g2, d’) =
sv3qz). In other wordsps appears in two virtual linksg; andsg.



of VMST(d'). If vs is not present, then the VMST still has two  of all terminals’ cost orLCP(q;, q;, d) except terminaby, equals
links sq1 (corresponding ta CP(s, q1,d’) = sq1) andsg- (corre- to
sponding td_CP(s, g2,d’) = sq2). Then the payment to; based

k _ A _
onlink sq1 is ps?t = |LE(s,q1,d|*c0)| — |LCP(s, 1, d)| +ds = ILCP (g, 95, d"0)| = ILCP(g:, g5, d)| = di.

M — (M —€)+ (M —¢) = M. Similarly, the payment to; based In other word, the second part is also independent,of Now
on link sq1 is pyg! = M. Thus, the final payment to node is M, we can write the payment to a terminal based on edgeiq; as
which is less than its true co3t + e. following:

THEOREM 5. Our payment scheme (4) is strategyproof and min- p) (d) = |LE(gi, q;,d|*00)| — |LCP(gi, ¢;,d|*0)],

imum among all truthful payment schemes based on VMST. )
Here terminaby, € LCP(q;, gq;,d) andg;q; € VM ST(d). [

Instead of proving Theorem 5, we prove Theorem 6, Theorem 9
and Theorem 11 in the remaining of this subsection. If a terminalvy, lies its coste, upward, we denote the lied cost
Before the proof of Theorem 5, we give some related notations ascx- Similarly, if terminalvy, lies its costc, downward, we de-
and observation. Considering the grafifid) and a node parti- ~ note the lied cost as;. Let Ej(dx) be the set of edgegq; such
tion {Q:, Q,} of Q, if an edge’s two end nodes belong to different thatve € LCP(q:,q;,d) andqgiq; € VM ST (d) when terminaby
node set of the partition, we call itridge All bridge edges are  declares a cost,. From Lemma 7 the non-zero paymentupis
denoted as3(Q:, Q;, d). The bridge edge with the minimum cost defined based oy (d;). Following lemma reveals the relation-
is denoted as\/ B(Qi,Q;,d). All bridges g.q; over node par-  Ship betweenl, and Ex (dx):
tition Q;, Q; in the graphK (d) satisfyingvy ¢ LCP(gs, g, d)

form a bridge seB~"*(Q:, Q;, d). Among them, the bridge with LEMMA 8. Ex(dyx) C Ex(d},) whend), < dj.

the minimum length is denoted a4 B~ “*(Q;, Q;, d) when the

nodes’ declared cost vector & Similarly, all bridgesgsq: over We now state the proof that payment scheme (4) satisfies IC.
node partitiorQ;, @; in K(d) satisfyingur € LCP(gs, ¢+, d) form

a bridge set3"*(Q;, Q;,d). The bridge inB"*(Q;, Q;,d) with THEOREM 9. Our payment scheme satisfies the incentive com-
the minimum length is denoted &M+ (Q;, @5, d). Obviously, patibility (IC).

we have

B PrRoOFR For terminalvg, if it lies its cost fromc, to ¢, then
BM(Q:,Qj,d) = min{ BM"*(Q;, Q;,d), BM " (Qi,Qj,d)}. Ex () C Ex(cx), which implies that payment

We then state our main theorems for the payment scheme dis- pe(d]fe) = max_ p¥ (d|*%)
cussed above. 4105 € B (@E) "
e < 2 (d)"er) = pr(d]cr).
THEOREM 6. Our payment scheme satisfies IR. - qiqjlggf@k)p’“ (dlex) = pr(d|"ex)
ProOF First of all, if terminalvy, is not chosen as relay termi- Thus, terminaky, won't lies it cost upward, so we focus our
nal, then its paymentx (kdlkclf) is clearly0 and its valuationis also  attention on the case when termingllies its cost downward.
0. Thus, its utilityu, (d|"cx) is 0. From Lemma 8, we know thaEy(cy) C Ejx(c). Thus, we

When terminalb, is chosen as a relay terminal when reveals its only need to consider the payment based on edgédsyif;) —
true costey, from the following observation 1 about MST we have Ex(ck). For edgee = qiq; € Ex(ck) — Ex(ck), let qlfq_ﬁ =

. . k . . k i ._
gig(‘%gl%v’v‘i'fr?ny = |LCP(gi, gj, d["cx)|. The lemma immedi LE(q:,q;,d|*oo) in the spanning tre& M ST (d|*co0). If we re-
y move the edge’q%, we have a vertex partitiofQ%, Q% }, where

Pt (d*er) = |LE(ar, a5, d]*o0) = ILCP(as, @5, dl ) [+cx > e g € Q% anquj € Q%. In the graphi (d), we consider the
o bridge BM (Q7, Q%, d) whose weight is minimum when the ter-
This finishes the proof. [] minals cost vector ig. There are two cases needed to be consid-

. . ered aboutBM (Q%, Q% d): 1) vi, ¢ BM(Q%,Q%, d|*ci,) or 2)
OBSERVATION 1. For any cycleC' in graph 7, assumee is ve € BM(Q¥,Q%, d|*cx). We discuss them individually.
the longest edge in the cycle, theng MST(G). Casel: v, ¢ BM(Q¥,Q%,d*¢c). In this case, edgefq’ is

o , , o the minimum bridge ove% andQ%. In other words, we have
From the definition of the incentive compatibility (IC), we-a |1 (g, ¢;,|Fo0)| < |LCP(qs, ¢;, d|"cx )| Consequently

sume thei_; is fixed throughout this proof. For our convenience,

we will useG(dy) to represent the graghi(d|*dy,). We first prove P (d|*ex)
a series of lemmas that will be used to prove that our payment _
scheme satisfies IC.

|LE(gi, g5, d|"00)| — [LCP(gi, 4j, d|"cx)| + i
= |LE(qL7qJ7d|koo)| - |LCP(q“q]7d|ka)| + c
By < ¢k,

LEMMA 7. If vy € qig; € VMST(d), thenp,’(d) does not

depend onj,. which impliesv will not benefit from lying its cost downward.

3 Case2: v, € BM(Q%, Q%, d|*cx). From the assumption that
PROOF Remember thatthe payment based ondink isp;/ (d) =  qiq; & VMST(G(d|"ck)), edgeBM (Q%, Q%, d|*cx) cannot be
|LE(q;,qj,d|*oo)|—|LCP(g:, g5, d)|+dk, whereLE(gi, ¢, d|*o00)  gig;. Thus, there exists an ed@eq: # gig; such thatv, €
is the longest edge of the unique path frommo ¢; on the overlay ~ LCP(gs, g+, d|*cx) andgsq: = BM(Q¥, Q%, d|*¢i,). This guar-
treeV M ST (d|*c0). Clearly, it is independent af;,. Now consid- antees thagsq: € VMST(d|*cy).
ering the second paliCP(q;, ¢;d) — di. From the assumption we Obviously, ¢s, g: can not appear in the same set@f or Q%.
know thatvy, € LCP(gi, g5, d), so the path.CP(q;, ¢;, d) remains Thus,qF¢% is on the path fromy, to ¢, in graphV M ST (d|*c0),
the same regardless of’s declared cosdl,. Thus, the summation  which implies thalLCP(¢¥, ¢%, d|*o0)| = |LE(q:, q;,d|"o0)| <



|LE(gs, q¢, d|*o0)|. Using Lemma 8, we haueCP(gs, g:, d|*ci) € 4.1.4 Computational complexity

VMST(d|*ct)). Thus, We now discuss how to compute the payment to every relay ter-
PR & & minal efficiently. Assume that the original communicatioaghG
pi(d"ck) = [LE(gi,q;,d|"00)| — [LCP(gi,q5,d["ck)| + ck hasn vertices andn edges.
= |LE(g,q;, d|koo)| — |LCP(gi, g5, dIka)I + ¢k One naive method of computing the payment works as follows.
k k We first construct the complete grapfid) and then construct the
< |LE(gs: gi d]"00)| — [LCP(gi, gj, d["ex)] + cx spanning tred/ M ST(d) on K(d). llﬁtﬁi(s )easy to show the over-
< |LE(gs,q,d|"o0)| — |LCP(gs, i, d|"cx)| + cx all time complexity to construd? M ST'(d) is O(r? + rnlogn +
— Pt rm) = O(rnlog n + rm), wherer is the number of receivers. In

order to calculate the payment for terminal € LCP(q¢s, q;,d) €
This inequality concludes that evenuif lies its cost downward VM ST(d), we should construct the trdéM ST (d|* o), which
to introduce some new edges I (cx), the payment based on  will take timeO(rn log n+rm). Finding the edgé.E (q;, ¢;, d|* o)

these newly introduc.ed edges is no larger than the paymestdroa takes onlyO(r) time. In the worst case, terminal. may appear
edges already containedf) (cx). In summary, node; don't have onO(r) edges of” M ST(d). Thus, we can calculate the payment
the incentive to lie its cost upward or downward, which psotree for the single terminaly, in time O(r?) + O(rnlogn + km) =

IC. O O(rnlogn 4+ rm). In the worst case, there could BEn) termi-

. . nals onV M ST(d), so we can calculate the payment for all relay
Before proving Theorem 11, we prove the following lemma re- tarminals in tred/ MST(G) intime O(rn?log n + rmn).

garding all truthful payment schemes based on VMST. Our improvement uses the fast payment for unicast asa subrou
b tine. For a pair of nodeg;, ¢;, we find the path.CP(g;, g;, d|"o0)
é_dT’SAcM)Aar%c?;li?igxeed Xﬂgs‘fﬁg;@) then as long asi,. < for every terminab,, € LCP(q;, g5, d), which can be done in time
Pr F ok ’ O(nlogn+m). It takesO(r*n log n 4 r?m) to find the complete
PROOF. Again, we prove it by contradiction. Assume that¢ graph K (d|"oco) for every terminaly;. Finding the MST on each
VMST(d). Obviously,VMST(d) = VMST(d|"oc). Assume such complete graph takes tini¥+?). Thus, we can construct
thatpy (d|*cx) = py (d|*cx), i.e., its payment is computed based VMSTs for all thesen complete graphs in timé(r>n). Based

on edgeyq; in VMST(d|"cy). Letqrqs be theL E(q;, q;,d|"oc) on thesen VMSTS, it takesO(r?) to calculate the payment for
and{Q:, Q;} be the vertex partition introduced by removing edge one terminal. Then, in the worst case, it take@>n) to calculate
qrqs from the treeV M ST (d|*o0), whereg; € Q; andg; € Q;. the payment to every relay terminal. Overall, the time caxipy
The payment to terminaly, in VMST(d|"cy) is pr(d|®cr) = of this approach i©(r*nlogn + r*m) + O(r*n) + O(r*n) =
ILCP(qr, q.,d|*o0)|—c;*, wherec;* = |LCP(q;, g;, d|*0|. When O(r*nlogn + r?m). Whenr = o(y/n), this approach outper-
vi’s declare its cost ad, the length of the pathCP(q;, g5, d) be- forms the naive approach with time complexn? log n+mn).
comesc; + di, = |LCP(qr,4q, d|Foo)| — pr(d|fex) + dp < Whenr is a constant, the time complexity of the above approach
ILCP(qr, qs, d|*o0)|. becomes)(n log n + m), which is optimum.

Now consider the spanning tré&)M ST'(d). We have assumed : :
thatve & VMST(d), i.e.,VMST(d) = X(/J\)4ST(d|koo). Thus, 42 Node Weighted Steiner Tree (NST)
among the bridge edges oM@, Q;, edgegrgs has the least cost Compared with LST in link weighted network, the structure of
when graph i3\ vx, or G(d|*dy). However, this is a contradiction ~ node-weighted Steiner tree (NST) in a node weighted netigrk
to we just proved:|LCP (g, g;, d|*dx)| < |LCP(qz,qs,d|*c0)]. even tough. Itis well-known [11, 13] that it is NP-hard to fitie
This finishes the proof. O minimum cost multicast tree when given an arbitrary nodeghieid

graphG, and it is at least as hard to approximate as the set cover
We now ready to show that our payment scheme is optimal amongproblem. Klein and Ravi [13] showed that it can be approxadat
all truthful mechanisms using VMST. within O(In ), wherer is the number of receivers.

THEOREM 11. Our payment scheme is the minimum among all 4.2.1 Constructing NST

truthful payment schemes based on VMST structure. We review the method used in [13] to find a NST. We first in-
PROOE We prove it by contradiction. Assume that there is an- troduce some definitions that are essential to construdd8ie A

other truthful payment scheme, sdybased on VMST, whose pay- spideris defined as a tree having at most one node of degree more

ment is smaller than our payment for a terminalunder cost pro-  than two. Such a node (if exists) is called the center of the sp
file d. Assume that the payment calculated #yor terminaluy, is der. Each path from the center to a leaf is callddga Thecost
pi(d) = pi(d) — 5, wherep, (d) is the payment calculated by our of a spiderS is defined as the sum of the cost of all nodes in spi-
algorithm ands > 0. der S, denotes as)(S). The number of terminals degs of the
Now consider another profil§*d},, where terminal has the true ~ SPider is denoted by(55), and the ratio of a spider is defined as

coste, = dj = p*(d) — . From Lemma 10, we know that  p(S) = 45).

vy, is still in VM ST (d|"d},). Using Lemma 2, we know that the
payment for terminaby, using algorithmA is py(c) — 4, which
is independent of terminaly’s declared cost. Notice thal, = Repeat the following steps until no receivers left and the@nly
pr(d) — % > pr(d) — 0. Thus, terminaby, has a negative utility one virtual terminal left.

under payment schemd when it reveals it true cost under cost
profile d|*dj,, which violates the incentive compatibility (IC). This
finishes the proof. [J

ALGORITHM 5. Construct NST

1. Find the spidef with the minimump(.S) that connect some
receivers and virtual terminals.

. For simplicity of the proof, we assume there doesn’t have two
By summarizing Theorem 6, Theorem 9 and Theorem 11, we get spiders with the same ratio. Dropping the assumption wdraihge
Theorem 5. our results.



2. Contract the spide¥ by treating all nodes in it as one virtual
terminal. The contracted virtual terminal has a weight zero
We call this as oneound

All nodes belong to the final unique virtual terminal form tR8T.

they arer rounds, we have an increasing sequence
Bi(d-x) < Bi(d-x) < -+ < Bi(d—x) = Bi(d-x)

Obviously, terminaby, is selected in the final multicast treedff <
By, (d—y). Following is our payment scheme based on NST. For a

THEOREM 12. [13] The tree constructed above has costat most N0d€vx, if vy is selected then it gets payment

2 In k times of the optimal.

pr(d) = Bi(d—x). (5)

4.2.2 VCG mechanism on NST in not strategy-proof otherwise, it gets payment

Again, we may want to pay terminals based on VCG scheme,

i.e., the payment to a termina} € NST'(d) is
pr(d) = w(NST(d)*00)) — w(NST(d)) + dy.

We show by an example that the payment scheme doesatisfy
IR property: it is possible that some terminal has negattiéyu
Figure 5illustrates such an example. Itis not difficultyhow that,

Figure 5: Terminals ¢;, 1 < i < k are receivers; the cost of
terminal vor_1 is 1. The cost of each terminalv;, £k < 7 <

2k — 2, is 32— — ¢, wheree is a sufficiently small positive real
number.

in the first round, terminaly is selected to connect terminaland
q1 with cost ratio% — 5 (while all other spiders have cost ratio at
Ieast%). Then terminals;, v, andg: form a virtual terminal. At
the beginning of round, we have a virtual terminal, denoted by
formed by terminal® ;1,1 < i <r — 1, and receiverg;, 1 <
i < r; all other receiverg;, r < i < k are the remaining terminals.
It is easy to show that we will select termingl, .1 at roundr to
connectV;- andg; 41 with cost ratio;—— — 5. Thus, the total cost
of the treeN ST(G) is S¥ ' (2= —¢) = 2H (k) —2— (k—1)e.
When terminal, is not used, it is easy to see that the final tree
NST(G\vk) will only use terminal,—1 to connect all receivers
with cost ratio; when -~ — £ > +. Notice that this condition

can be trivially satisfied by letting = ,}2 Thus, the utility of
terminalvy, isp1(d)—c(vi) = w(NST(G\vg))—w(NST(G)) =
—2H (k) + 3 + (k — 1)¢, which is negative whet > 8, and
e=1/k>

4.2.3 Strategy-proof mechanism based on NST

Notice, the construction of NST tree is by rounds. Following
we show that if terminaby, is selected as part of the spider with
minimum ratio under cost profilé in a round:, thenvy, is selected
before or in round under cost profilel’ = d|*d}, for d}, < dy.
We prove this by contradiction, which assumes terminalon’t
appear before round+ 1. Notice that the graph remains the same
for rounds after the profile changes, so spid&(d) under cost pro-
file d is still a valid spider under cost profité. Its ratio becomes
wF(d) — di + d}, < wF(d) while all other spiders’ ratio keeps the
same if they don’t contain,. Thus, spideSf(d) has the minimum
ratio among all spiders under cost profife which is a contradic-
tion. So for terminal;, there exists a real vaIuBli(d,k) such
that terminal;, selected before or in roundff d;, < B;i(d,k). If

Regarding this payment we have the following theorem:

THEOREM 13. Our payment scheme (5) is truthful, and among
all truthful payment schemes for multicast tree based on, N&T
payment is minimal.

PROOF From our conclusion that; is selected iftl, < B} (d—z),
we haveuy(d) = Bi(d—x) — di > 0, which implies IR. Now we
prove our payment scheme (5) satisfies IC by cases. Notica whe
v is selected, its payment doesn’t dependipnso we only need
to discuss the following two cases:

Case 1: Whenwv, declaresc, it is selected. What happens if
it lies its cost upward adj, to make it not selected? From the IR
property,v,. gets positive utility when it reveals its true cost while
it gets utility 0 when it lies it cost adx. Sovy, has better not to lie.

Case 2:Whenv;, declares:, it is not selected. What happens if
it lies its cost downward ag;, to make it selected? When reveals
ck, it has utility 0, after lying it has utility By, (d—x) — cx. From
the assumption that, is not selected under cost profilgc;., we
haveBy(d_1) < cx. Thus,us will get non-positive utility if it lies,
which ensuresy, revealing its true costy.

So overallp will always choose to reveal its actual cost to max-
imize its utility (IC property).

Next we prove that our payment is minimal. We prove it by
contradiction, suppose there exists such payment schigmiach
that for terminalv, under cost profilel, the payment ta?;(d) is
smaller than our payment. Notice in order to satisfies theHR,
terminal must be selected, so we assufé&d) = By(d_j) —

4, while ¢ is a positive real number. Now considering the profile
d" = d|*(Bk(d—x) — ) with v;’s actual costy, = By (d—_x) —

%. Obviously, vy is selected, from lemma 2 the paymentuois
By.(d—x)—4. Thus, the utility ofv,, becomesuy, (d') = Bi(d—x)—
Bi(d—1) — 6+ & = —% < 0, which violates the IR. This finishes
our proof. [

With Theorem 13, we only need focus our attention on how to
get the valueB; (d_). Before we present our algorithm to find
B;i(d,k), we first review in details how to find the minimum ratio
spider. In order to find the spider with the minimum ratio, welfi
the spider centered at termingl with the minimum ratio over all
terminalsv; € V and choose the minimum among them. The
algorithm is as follows.

ALGORITHM 6. Findthe minimum ratio spider
Do the following process for all; € V:

1. Calculate the shortest path tree rootedsgtand spanning all
terminals. We call each shortest pattbeanch The weight
of the branch is defined as the length of the shortest path.
Notice that the weight of the shortest path doesn't include
the weight of the center nodg of the spider and all the
receivers.

2. Sort the branches according to their weights.



3. For every pair of branches, if they have relay terminals in

common then remove the branch with larger weight. Assume

the remaining branches are
L(vj) = {L1(vj), L2(v;),- - , Lr(v;)}

sorted in ascending order according to their weights.

4. Find the minimum ratio spider with centey by linear scan-
ning: the spider is formed by the first> 2 branches such

. t . h
that St Zi=1 b < St i1 Pk for anyfy £ ¢,

Assume that the spider with minimum ratio centered at teamin
v; is S(v;) and its ratio isp(v;). Then the spider with minimum
ratiois S = {S(v;)|v; € V andp(v;) = min,, ev p(vs)}.

In Algorithm 6,w(L;(v;)) is defined as the sum of the terminals’
cost on this branch excluding, andQ; (L(v;)) = 3" _, w(Ls(vj))+
c;. If we remove node,, the minimum ratio spider centeredwgt
is denoted as$~"* (v;) and its ratio is denoted gs “*(v;). Let
L"%(vj), Ly “*(vj),- -+, Lr "*(v;) be those branches in ascend-
ing order before linear scan.

From now on, we fixi_; and graphG to study the relationship
between the minimum ratio of spider centered ap(v;) anddy.

If the minimum ratio spider with terminal, hast legs, then its
ratio will be a line with slope oft. So the ratio-cost function is
several line segments. Observe that the number of the laginef
imum ratio spider decreases owér. Thus, these line segments
have decreasing slopes and there are at mesgments, where

is the number of receivers. So given a real vajueve can find
corresponding cost afy in time O(log r). The algorithm to find
these line segments is as follows.

ALGORITHM 7. Findtheratio-cost function y = R., ()
If 5 = k then apply the following procedures:

1. Apply step, 2, 3 of algorithm 6 to getL (v ).

2. Set number of legs to= 1, lower boundld = 0 and upper
boundub = 0.

3. Whilet < r

@ ub=(t+1) X w(Ltt1(ve)) = Qey1(L(vw))-
Qi (L(v +x
(b) y = 2ECRIYT for 4 ¢ [ib, ub).
(c) Setlb =uwbandt =t + 1.
(d) y = 2ELDIT for & ¢ (1, 00).
Otherwise, we do as follows:

1. Remove terminal, apply algorithm 6 to finds =% (v;).

2. Find the shortest path with termina), fromv; to every re-

ceiver, sort these paths according to their length in a de-

scending order, say sequence
L% (v5) = {L* (v;), Ly* (v5), -+, L% (v5) }

Here, r is the number of terminals, and(L;* (v;)) is the
sum of terminals on path;* (v,) excludingterminalvy.

3. tis the index for branches ih"* (v;) and! is the index for
paths inL™"% (v;).

4. For L}*(v;) (1 < ¢ < r), there may exists on or more
branches inL™"*(v;) such that they have common termi-
nals withL;* (v;). If there are more than one such branches,
choose the branch with the minimum cost, £ay* (v;). We
defined upper boundpper, for Ly* (v;) equalsv(L; * (v;))—
w(Ly* (vj)). Ifthere does not exist such branch weggter, =
Q.

5. Initializet = 1,1 = 1, lower boundb = 0 and upper bound
ub = 0. Then apply the following algorithm:

Fort =1tordo{

(a) Whilelb < upper; do

i. Setl =1
ii. Obtain a new sequenceT ~Vk (v;) from L~k (v;) by
removing all branches that has common nodes With (v; ).
Letrt be the number of branches in sequeAGE™ "% (v; ).
For simplicity of our notation, we lef\;” "% (v;) = I *
w(LT; " (v5)) = Q-1 (LT Yk (1)) — ¢5.
iii. While! < rtdo
Whilew(L{* (v;)) + b > A "% (v;) andl < rt
Il=1+1
If I < rtthen
Setub = A} "F (v5) — w(Ly* (vy)
If ub > upper; break;
Q4 (LT "k (Uj))l+w(LT:k(Uj))+w for

Sety =

x € [lb, ub)

iv. Setlb = ub.
v. Setl =1+ 1.

(b) Sety = “l—1<LT*”’C<vj)l)+w<L1’k () +a

(c) Setlb = uppert.
}

Given a real valuer, the corresponding cost for terminal is
denoted byR;jl(m). Finally, we give the algorithm to find value
By (d—k).

forz € [Ib, uppert).

ALGORITHM 8. Find By (d—x)

1. Remove terminal, and find the multicast tree by using spi-
der structure.

2. For every round in the first step, we have a graph callét
and a selected spider with ratjg, “*. Adding node;, and
all its incident edges t6:; get graphG?.

3. Find the functiony = R;jl(m) for every terminab; in graph
G’ using algorithm 7.

4. CalculateBy,(d—x) = max, cyv (e {Rq, (0, ™)}
5. Bk(d,k) = maxi<i<r Bi(d,k)

The correctness of the algorithm is omitted due to spacs, limi
please refer to the full version of this paper for details.

4.2.4 Computational complexity

If we use Algorithm 5 to findVST'(d), every round we need
time O(rnlogn + rm), wherer is the number of receivers. No-
tice there are at most rounds, so the overall time complexity is
O(r?logn + r?m). For every nodey, € NST(d), if we apply
Algorithm 6 to calculate the payment, it is not difficult totgene
complexityO(rn logn + rm) for each round. Thus, it takes time
O(r*nlogn + r?m) to find the payment for a single node ¢



NST(d). Inthe worst case, there could be upQ¢n) terminals LST is the best candidate. Similar to LCPT, LST only needs in-

in NST(d), so overall time complexity i©(r*n? log n +r2nm), formation of LCP between terminals which can be obtainechfro
which is quite expensive. Finding a more efficient way to edu  the routing table for unicast. Thus, LST can also be impldetn
the time complexity will be one of our future works. in a distrusted way but with more computational cost congbéwe
LCPT.
For node weighted network, as shown in the lower figures of Fi
5. SIMULATION STUDIES e " win n e oner 19 9

ure 8, all structures’ cost and payment also decrease asithiean
Remember that the payment of our structure is always lahg@rt  of terminals increase. Notice for VMST structure, we assathe
or equals the structure’s actually cost. For a structiirdet c(H) receivers(senders) will relay message for free, so in caleom-
be its cost angh;(H) be the payment of schemebased on this  pare the performance of these structure in a fair way, we lset a
structure. We define the overpayment ratio of the paymergrseh  receivers’ private cost t6 for both LCPT and NST structure. Un-

s based on structurl as like in link weighted network, the cost and payment of VMSTan
H NST are much lower than the cost and payment of LCPT although
_ ps(H) : .
ORs(H) = () (6) the previous two are shared based tree. Like we expectedpdue
the lowe cost of the VMST and NST structures, the max overpay-
When it is clear from the context, we often simplify the niatas ment ratio of these two structures are very unsteady and fmgbh
OR(H). than the max overpayment ratio of LCPT.

Actually, there are some other definitions about overpaymeen .. .
tio in the literature. In [2], the authors propose to comptie 5.2 Random Transmission Range and Fixed

paymentp( H) with the cost of the new structure obtained from the Number of Receivers
graphG — H, i.e., removingH from the original graptG. Here, In our second experiment, we vary the transmission range of
we only focus our attention on the overpayment ratio definé@). each wireless node fror00 f¢ to 500 ft.

We conducted extensive simulations to study the overpaymen  For link weighted network, the cost of a link e; is (c1 +
ratio of various schemes proposed in this paper. In our é@xeeits, @(%)”)/10, wherec; takes value fron300 to 500 andc. takes
we will compare the performance of different structuresppsed value from10 to 50. For node weighted network, the castof a
according to three different metrics: actual cost, totghpent and terminalu; is (c1 + c2(125)")/10, wherec; takes value fron300
overpayment ratio. Notice that, it is meaningless to comphe to 500, c2 takes value froml0 to 50 andr; is v;'s transmission
performance of structures for link weighted network witkesh range. The ranges af andc, we used here reflects the actual

structures for node weighted networks. Therefore, we densi power cost in one second of a node to send datdHips rate.
LCPT(link weighted version), PMST and LST as one group for  gimilar to the fixed transmission experiment, we vary the bem
link weighted networks and LCPT(node weighted version), %M of terminals in the region from00 to 320, and fixed number of
and NST as another group for node weighted networks. Figure 6 sender ta and receivers ta5. For a specific number of terminals,

and Figure 7 show the different multicast structures wherofg- we generaté 00 different networks, and compare the average cost,
inal graph is a unit disk graph (UDG). Here, the grey nodes are maximum cost, average payment and maximum payment, average
receivers. overpayment ratio and maximum payment ratio.

. . . Figure 9 shows the similar result for both link weighted retev
5.1 Fixed Transmission Range and Fixed Num- and node weighted network as the fixed transmission ranggriexp

ber of Receivers ments.

In the first experiment, we randomly generatéerminals uni- L. .
formly in a 2000f¢ x 2000f¢ region. The transmission range 2.3 Random Transmission Range and Vari-

range of each terminal is set 800 f¢. For a link weighted graph, able Number of Receivers

we assume the power needed to deliver a packet @c; (1), For structureH, we define cost densitg/ D(H) = <) and

wherex is a value betwee and5. In our experimenk = 2.5 and payment density D(H) = 240 wherer is the number of termi-

¢; is randomly drawn from the uniform distribution betwekand nals in structured. "

10. For a node weighted network, the weight of a nodec; * 3 In this experiment, we study the relationship between aeera

wherec; is randomly selected from a power Igvel betweeand cost(AC), average payment(AP), average overpaymen(Agia),

10. We vary the number of terminals in thls_, region frano to 320, average cost density(ACD), average payment density(ARD)tze

and fix the number of sender foand receivers ta5. For a spe- number of the terminals. We use the same power cost modetin th

cific number of terminals, we generat@0 different networks, and previous experiment and the number of nodes in the regicet ivs

compare the performance of different structures accortbngix 200. We vary the number of receivers fram10, 20, - - - o 50.

different metrics: average cost(AC), maximum cost(MCkrage Figure 10 shows that when the number of the receivers ineseas

payment(AP) and maximum payment(MP), average overpayment ynder most circumstance, the overall payment and costdsere

ratio(AOR) and maximum overpayment ratio(MOR). _ while the cost and payment for every terminal decrease. @ne e
For link weighted network, as shown in the upper figures ot Fig  ception is for node weighted network. Notice in node weightet-

ure 8, all structures’ cost and payment decrease dramgtazathe work, we set all terminals’ cost 10, so it is naturally to expected

number of terminals increase. The PMST structure is the mmauxi that when the number of terminals larger than some threshuéth

for both cost, payment and overpayment ratio. But one adgent e total cost and payment will decrease. This experimenwsh
is that PMST is a shared based tree, which means it can bedshare {hat more terminals in a multicast group can incur a lowet aod

by all receivers/senders on the tree. LCP'_I' is the most corlymon payment per terminal, which is one of the attractive prapsrof
used structure for source based tree, and it does win oveittiee multicast.

two structures regarding AOR and MOR in our experiment. But

in practice, people tend to care more about the actual dosts(t

called "social efficiency”) and the total payment. From tiépect, 6. CONCLUSION
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In this paper, we studied how to conduct efficient multicast i

seffishwireless networks by assuming that each wireless terminal [1] Anperecg L., AND EIDENBENZ, S. Ad hoc-veg: a truthful and

or communication link will incur a privately known cost whén
has to transit some data. For each of the widely used stasfar
multicast, we designed a strategyproof multicast mechasisch
that each agent maximizes its profit when it truthfully repats
cost. The structures studied in this paper are least colttpes,
pruning minimum spanning tree, virtual minimum spanninggtr
and the edge(node) weighted Steiner tree. Extensive diionga
were conducted to study the practical performances of theqzed
protocols.

Notice that the payment to each selfish agent is at least its de
clared cost. This is necessary to ensure that the selfish &gen

truthful. Clearly, agents will not participate if we pay $ewhat

their true cost are. If we pay the amount the agent asked ffor, a

agent will have incentives to lie by asking more than its alctost.
In all our payment schemes, each agent already maximizefis

when it reports its true cost even it knows the costs of aleoth

agents! Notice that in the paper only the payment to one@essi
discussed. When the session is to be repeated, a naturéibguies

how much we should pay for later sessions? One may argue ¢hat w

only have to pay each agent its true cost for later sessionfartu-
nately, this will not work for selfish agents. When an ageravks
that its payment will be its actual cost for later sessionsuld lie
its cost upward. By doing this, it may lose for the first sesshut
the gains in the later sessions will compensate the indi&d.|

There are several unsolved challenges we left as futureswork

First, we would like to design algorithms that can computesth
payments in asymptotically optimum time complexities. @&t in
this paper, we only studied the tree-based structures ftiaast.

Practically, mesh-based structures maybe more neededifer w

less networks to improve the fault tolerance of the multicage

would like to know whether we can design a strategyproof imult

cast mechanism for some mesh-based structures used ficamtilt
Third, all of our tree construction and payment calculatoa per-
formed in a centralized way, we would like to study how to dasi
some distributed algorithm for it.

This paper will lay down a building block for further reselaes
in designing truthful routing protocols for selfish wiredesetworks.
In all our protocols, we assumed that the receivers will gisvae-
lay the data packets for other receivers for free, and theesowde
of the multicast will pay the relay nodes to compensate tbest.
The source node will not charge the receivers for gettingitita.
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