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Abstract—GasNet is a sensor network for real-time monitoring the gas leak in residential buildings, in order to efficiently protect the buildings from gas leak explosion. GasNet provides low-latency and reliable gas leak ALARM message delivery in complicated RF environments. It does so through ROAP, a novel opportunistic forwarding mechanism considering link correlation. ROAP leverages a hop tree in opportunistic forwarder list selection to ensure the shortest hops to the sink. Furthermore, link correlation is used to obtain more accurate forwarding probability and to achieve fast retransmission. We implement the prototype of GasNet in campus testbed and evaluate its performance via extensive experiments. The experiment results show that ROAP achieves 100% gas leak ALARM message delivery in low latency.

I. INTRODUCTION

Natural gas is the primary fuel for domestic cooking and heating in many cities around the world. Unfortunately, explosion caused by gas leak takes place every year [1]. The explosion leads to a lot of injuries and even death since it usually results in the partial collapse of the building. This is even more fatal in China, since a building usually houses hundreds of families, and high-rise apartment buildings over 15 stories are very common, especially in metropolis. An automated approach for detecting the gas leak is thus of the utmost importance to keep the residents safe.

In current solutions, gas leak detectors are installed in the kitchen near the gas pipe individually [2]. If the gas concentration is above a safe threshold, the detector gives an alarm, so that the householder can shut down the gas valve and go out for help. However some explosion happened when there were no people in the apartment. In this paper, we present the design of GasNet, a wireless sensor network system for gas leak monitoring. The aim of the system is to detect the gas leak in every apartment in a building, and deliver the emergency event (i.e., gas leak concentration is over a safety threshold) to the remote control center, e.g., the emergency service. If gas leak occurs, the control center can provide help as soon as possible to avoid violent explosion.

Low latency and reliability are the primary requirements of GasNet. It is intuitive to achieve low latency by traditional shortest path routing if links are reliable [3]. However, the RF environment in kitchens are challenging according to our in-situ measurements shown in Section II-B. Packet losses are frequent due to interference of cross technologies (e.g., WiFi, microwave oven and cordless phone) [4], [5]. Moreover, the neighborhood size is small limited to the construction structure, which will result in route hole problem when some nodes fail to work [6]. All the above make the shortest path routing inappropriate for GasNet.

Opportunistic routing was used to improve network performance under link unreliability, leveraging the broadcast nature of wireless radio [7], [8]. We illustrate this through a simple example. In Fig 1, node \( u \) sends packets to node \( s \) via node \( v_1 \) and \( v_2 \). The packet reception rate of each link is labeled above the link. For the shortest path \( u \rightarrow v_1 \rightarrow s \), the expected transmission cost from \( u \) to \( s \) is then \( 1/(0.5+1) = 3 \) [9]. While using opportunistic routing, both \( v_1 \) and \( v_2 \) have opportunities to forward the packet if any of them receives the packet. In this case, the expected transmission cost from \( u \) to \( s \) becomes \( 1/(1 - (1 - 0.5)(1 - 0.2)) + 1 \simeq 2.6 \), smaller than that of the shortest path routing. This results are obtained supposing independent links, however in fact links are sometimes correlated [10]. We re-examine the example assuming links \((u, v_1)\) and \((u, v_2)\) are positively correlated, i.e., node \( v_2 \) receives the packet under condition that \( v_1 \) receives the same one. Under this complete positive link correlation situation, the expected transmission cost from \( u \) to \( s \) is thus the same as that of the shortest path, no benefits of opportunistic routing at all. While if the two links are negatively correlated, i.e., node \( v_2 \) receives the packet under condition that \( v_1 \) does not receive the same packet, then the expected transmission cost is hence \( 1/(0.5 + 0.2) + 1 \simeq 2.4 \), the smallest one. In brief, link correlation has impact on the performance of opportunistic routing.

We observe from experiment results (refer to Sec. II-B) that link correlation does exist in GasNet scenarios, therefore it is more accurate to take link correlation into considerations while estimating expected transmission cost.

Motivated by this, we propose ROAP (Reliable Opportunistic Acquisition Protocol), a novel hop-tree based opportunistic forwarding protocol leveraging link correlation. The basic idea is that forwards with smaller expected transmission cost have higher priority to forward the packets, where the expected transmission cost is calculated considering link correlation. To meet the application requirements on low latency and
reliability, we have to tackle the following challenges:

**How to select forwarders and calculate the expected transmission cost in presence of link correlation.** Unlike [11], in ROAP, forwarders of a node \( u \) must be \( u \)'s neighbors with smaller hop count than \( u \). This rule ensures that the packet is forwarded along a shortest-hop path. The expected transmission cost is calculated considering link correlation. The estimation in practice is also given.

**How to schedule forwarders.** In contrast to EXOR [7] and MORE [8], we schedule forwarders in a distributed manner by estimating the time for each forwarder to forward a packet.

**How to balance low latency and reliability.** In case that none of forwarders receive the packet, we adopt retransmission to improve reliability. However, retransmission gains reliability at the cost of delay. To trade reliability off latency, we design a fast retransmission mechanism leveraging link correlation.

In addition, we address the route hole problem and node failures by dynamic hop tree maintenance.

In summary, our contributions are two-folds:

Firstly, to meet the application requirements, ROAP presents a novel opportunistic forwarding mechanism considering link correlation based on the hop tree. In contrast to [11], ROAP leverages the hop tree in forwarder list selection to ensure shortest hops to the sink. Moreover, link correlation is leveraged to obtain more accurate forwarding probability and to achieve fast retransmission.

Secondly, We implement the prototype of GasNet in 20-node testbed on campus and evaluate its performance via extensive experiments.

Experiment results show that ROAP offers 100% ALARM message delivery in highly dynamic environments. It is highly robust to topology changes and failures.

The rest of the paper is organized as follows. We first present system requirements for gas leak monitoring and outline the challenges of using IEEE 802.15.4 wireless communications in kitchen environments in Section II. Section III elaborates on the design of ROAP. We present our implementation and evaluation on testbed in Section IV. Section V reviews related work and we conclude in Section VI with a summary and discussion about future work.

**II. SYSTEM DESIGN RATIONALE**

A gas leak monitoring system requires a low-cost emergency event delivery system that offers reliability and low latency. In this section we introduce the system requirements and describes the challenges of reliable and real-time data acquisition in this environment.

**A. Application Requirements**

There are usually hundreds of apartments in a residential apartment building. To monitor the gas leak in the building, a wireless gas leak sensor is deployed in each apartment. The sensors in one building comprise a sensor network with one sink. The sink is also a gateway to access the Internet via cellular communication networks such as 3G/4G, in order to deliver messages to the control center. We focus on the sensor network consisting of the gas leak sensors in a building.

Gas leak must be sensed in real time, say at 20Hz. However, the sensing data are reported to the control center (the sink) only when the gas concentration is more than a safety threshold, *i.e.*, gas leak is detected. Gas leak event should be delivered to the control center as fast as possible in order to protect the apartment from potential gas explosion. On the other hand, GasNet must provide data yields of 100% to support effective protection mechanism.

Therefore, the requirements of gas leak detection networking are as follows:

**Low latency:** The network should be able to deliver the emergency event as fast as possible to save time for the control center to take reaction against the gas leak.

**Reliability:** The network should be reliable to ensure that the emergency event can reach the control center.

**Robustness:** The network should be robust to node failures and external interference due to the small neighborhood size and many cross technology interference sources.

We aim to design GasNet to meet all the requirements above. Before we delve into the detailed system design, let us check the challenges we have to address.

**B. RF Environment**

Characterizing GasNet environment is crucial to understand the challenges it poses to reliable and low-latency data collection protocols. Therefore we carried out a set of experiments. The nodes were placed near the gas range in kitchens in different apartments. Any two of nodes are separated by walls or floors. During the experiment, one node broadcasts 10,000 100-byte packets back-to-back, the others received. All nodes operate at the 802.15.4 frequency channel 26. The link-layer ACK is disabled and no retransmission either, in order to obtain accurate loss rate. Upon receiving a packet, each receiver logged the LQI (Link Quality Indicator), and the packet sequence number. The results are listed in Table I.

<table>
<thead>
<tr>
<th>What across</th>
<th>Loss rate</th>
<th>LQI</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 wall</td>
<td>0.24</td>
<td>194.4</td>
</tr>
<tr>
<td>2 walls</td>
<td>14.45</td>
<td>111</td>
</tr>
<tr>
<td>3 walls</td>
<td>28.83</td>
<td>79.2</td>
</tr>
<tr>
<td>4 walls</td>
<td>100</td>
<td>-</td>
</tr>
<tr>
<td>1 floor</td>
<td>10.07</td>
<td>127.8</td>
</tr>
<tr>
<td>2 floors</td>
<td>45.93</td>
<td>68.4</td>
</tr>
<tr>
<td>3 floors</td>
<td>100</td>
<td>-</td>
</tr>
</tbody>
</table>

**Link reliability.** As shown in Table I, the packet loss rate increases to over 45% across two floors and achieves 100% while across four walls or three floors. This is primarily due to construction structure and cross technology interference from WiFi, Microwave ovens, and cordless phones [4], [5]. The link of GasNet is unreliable, and the link quality is dynamic.

**Neighborhood size.** Although the network is large scale with hundreds of nodes, the neighborhood size is small. Building construction impacts on the transmission range, therefore there are only limited number of neighbors across floors and
walls. Small neighborhood size makes node failure at the risk of “route hole” [6], i.e., a node has no forwarders, so it cannot forward packets received from other nodes to the sink. Route hole leads to packet loss and retransmission in vain.

**Link correlation.** To show there exists link correlation, we carried out a small experiments on our testbed. One gas leak detection sensor broadcasts 200 packets on channel 26. 8 nodes are deployed randomly on the other one or two floors. All the nodes that hear the packets report to a centralized server. Fig. 2 shows packet loss at different receivers from empirical measurements. Packet losses are marked by black overlines. Long vertical overlines indicate that packets are lost at multiple receivers. It is obvious that packet losses on different links in Fig. 2 are correlated, since the vertical overlines are randomly distributed for independent links. This experiment reaffirms the empirical study reported in recent works [10], [12]. Therefore link estimation should take link correlation into considerations for accuracy.

### III. RELIABLE OPPORTUNISTIC ACQUISITION PROTOCOL

ROAP lies at the center of GasNet. As shown in Fig. 3, ROAP has a control plane to control network topology and a data plane for data retrieval. This division of responsibilities ensures timely adaptation to link quality variations and reliable data delivery with low latency. Specifically, the control plane constructs a hop tree rooted at the sink, and maintains the tree against link quality degradation and node failures. On the other hand, the data plane relies on opportunistic forwarding leveraging link correlation to deliver emergency data to the sink. ROAP is designed in a fully distributed manner, which makes it scalable to the network size.

**A. Protocol Design Overview**

In the control plane, a hop tree rooted at the sink is established via flooding HOP messages right after the network starts up. Each node holds a hop value which means the hop distance to the sink. The hop count is also used to select forwarders in the data plane. The hop tree is maintained via broadcasting HELLO messages among neighborhood periodically. HELLO messages contribute to (a) finding malfunction nodes in time to tackle a “route hole”, (b) adapting to link quality dynamics to avoid weak links (LQI < 100) and (c) exchanging information needed by the data plane.

In the data plane, when a sensor node detects an emergency event (the gas leak concentration over a safety threshold), it sends ALARM messages periodically until the gas leak concentration is under the safety threshold. The ALARM message is forwarded along the hop tree in reverse direction (from leaves to the root) in an opportunistic way. In contrast to the traditional routing protocols, all the neighbors who receive the ALARM message have opportunities to forward it. Therefore it is robust to node failures, since there are usually more than one forwarders at each hop. Note that only the neighbors with smaller hop count can be the forwarders, which ensures a shortest hop to the sink.

On the other hand, when many forwarders receive the ALARM message, they will contend the channel and thus cause collision and backoff. We therefore devise a mechanism to make a schedule, thereby only one of forwarders transmits the message. In order to optimize the performance in terms of reliability and low latency, we sort the forwarders in an ascending order by their expected transmission cost to the sink. We define the expected transmission cost as the expectation of how many transmissions a node needs to successfully transmit a packet to the sink through its forwarder list. The expected transmission cost is calculated considering link correlation to make it more accurate. A forwarder transmits the ALARM message only if other forwarders with smaller expected transmission cost do not receive the packet.

Even there are more than one forwarders, there might be the case that none of them receives the ALARM message. In this case, we present a fast retransmission mechanism. After a node forwards an ALARM message, it starts a timer. If the node does not overhear the message from its forwarders for a period of time, it retransmits the message. In order to shorten the wait time, once again we leverage link correlation to infer the loss of the ALARM message and retransmit the packet before timeout, thus called fast retransmission.

Now we turn to describe each component in detail. We first introduce the network model before presenting opportunistic forwarding in the data plane, for the sake of description.

**B. Network Model**

We model the network as a directed graph \( G(V, E) \) where \( V \) is the set of wireless nodes, and \( E \) is the set of links. For each pair of nodes \( e_i = u, v_i \in V \), we use \( P(e_i) \in (0, 1) \) to denote the probability that \( u \) can directly deliver a packet to \( v_i \). We use \( P(e_i) \) to denote the probability that the packet is lost along link \( e_i \). We define \( P(e_i | e_j), i \neq j \) as the probability that both \( v_i \) and \( v_j \) receive the packet. Similarly, \( P(e_i \cup e_j), i \neq j \) is the probability that at least one of them receives the packet. For a given node \( u \), we use \( Fwd(u) \) to denote the forwarder list of \( u \), and \( |Fwd(u)| \) is the size of the forwarder list.
C. Opportunistic Forwarding with link correlation

When an emergency event is detected, ALARM messages are generated and forwarded to the sink reversely along the hop tree opportunistically. ALARM messages are forwarded according to the forwarding RULEs as follows.

RULE 1: For a node \( u \), only its neighbors with smaller hop count than it can be in its forwarder list.

RULE 2: When multiple nodes receive the ALARM message from node \( u \), only the nodes in its forwarder list (i.e., the forwarders) have opportunities to forward the message.

RULE 3: Upon receiving the ALARM message from node \( u \), a forwarder transmits the message only if other forwarders with smaller expected transmission cost than it did not receive the message.

RULE 1 and RULE 2 ensure that the ALARM message is forwarded with the shortest hops to the sink. RULE 3 allows the forwarder with the smallest expected transmission cost to have the highest priority to forward the message. The above three rules make the forwarding an optimal one, i.e., the ALARM message is forwarded with minimum hops and minimum expected transmission cost. We will show how to calculate the expected transmission cost in presence of link correlation according to these forwarding rules.

Consider a node \( u \) and its neighbors \( v \in N(u) \). We will compute the expected transmission cost of node \( u \). To understand our approach better, we introduce some definitions first. Given a set of nodes \( S \), let \( S^{*} \) denote the ascendingly sorted list of \( S \) based on the expected cost by each node in \( S \) to send data (via possible relay) to the sink. Let \( Fwd(u) \) denote the forwarder list of node \( u \). According to RULE 3, \( Fwd(u) \) consists of the neighbors of \( u \) with the smaller hop count than \( u \).

To find the expected transmission cost at node \( u \), we first sort the forwarder list \( Fwd^{*}(u) \) in ascending order by the expected transmission cost, i.e., \( Fwd^{*}(u) = \{v_{1}, v_{2}, \ldots, v_{M}\} \), where \( i < j \Rightarrow C_{v_{i}} < C_{v_{j}} \), and \( M = |Fwd^{*}| \). Let \( \rho_{u} \) denote the probability that a packet sent by node \( u \) is received by at least one node in \( Fwd^{*}(u) \), then

\[
\rho_{u} = P\left( \bigcup_{i \in [1,M]} e_{i} \right) = \sum_{k=1}^{M} (-1)^{k-1} \sum_{J \subseteq [1,M],|J|=k} P\left( \bigcap_{j \in J} e_{j} \right). \tag{1}
\]

Let \( C_{u}^{f} \) denote the expected transmission cost that node \( u \) sends a packet to at least one node in the forwarder list \( Fwd^{*}(u) \). \( C_{u}^{f} \) can be calculated as follows:

\[
C_{u}^{f} = \frac{1}{\rho_{u}}. \tag{2}
\]

When at least one node in the forwarder list received the packet sent by node \( u \) successfully, we need to calculate the expected transmission cost to forward the packet via the forwarder list. We first assume that the expected transmission cost of node in the forwarder list of \( u \) has already been computed, and then present how to compute them later. We assume that only one node from the forwarder list that receive the packet will forward the packet. Moreover, the node forwards the packet only if all the nodes with smaller expected transmission cost do not receive it. This is essential to avoid channel contention and achieve optimal performance. We will show later how this can be implemented via a distributed scheduling.

We now calculate the expected transmission cost, \( C_{u}^{f} \), for \( u \) to forward the packet to the sink by its forwarders. The expected transmission cost of \( v_{i}, (i = 1, \ldots, v_{M}) \) is \( C_{v_{i}} \), which are supposed to be known. The probability that node \( v_{1} \) forwards the packet is \( P(e_{1}) \). Node \( v_{2} \) will forward the packet if it receives the packet and node \( v_{1} \) does not receive the packet. Therefore the probability that \( v_{2} \) forwards the packet is \( (P(e_{2}) - P(e_{1} \cap e_{2})) (1 - P(e_{1})) \), in presence of link correlation. Similarly, the probability that \( v_{i}, (i \in [2, M]) \) forwards the packet is \( P_{v_{i}}^{f} \):

\[
P_{v_{i}}^{f} = \left( P(e_{i}) - P\left( \bigcap_{k \in [1,i-1]} e_{k} \right) \right) \times \left( 1 - P\left( \bigcup_{k \in [1,i-1]} e_{k} \right) \right).
\]

Hence, the expected transmission cost of node \( u \) to transmit a packet using one of its forwarders is

\[
\beta = P(e_{1}) C_{v_{1}} + \sum_{i=2}^{M} P_{v_{i}}^{f} \times C_{v_{i}}. \tag{3}
\]

Since \( \beta \) is computed under condition that one forwarder node receives the packet, then we have

\[
C_{u}^{f} = \frac{\beta}{\rho_{u}}. \tag{4}
\]

Let \( C_{u} \) denotes the expected transmission cost of node \( u \) to broadcast a packet through forwarder list \( Fwd^{*}(u) \), \( C_{u} \) is calculated as,

\[
C_{u} = C_{u}^{f} + C_{u}^{l}. \tag{5}
\]

The cost consists of two parts. The first part is the expected cost for node \( u \) to successfully transmit a packet to at least one forwarder in \( Fwd^{*} \). The second part is the expected cost that there is one node in the forwarder list \( Fwd^{*} \) to help to relay the packet to the sink.

Three-forwarder case. To illustrate this, we start by considering a simple case in Figure 4 [12], assuming \(|Fwd^{*}(u)| = 3| \)}
3. Suppose a node $u$ has three one-hop neighbors $v_1$, $v_2$ and $v_3$, which are sorted at ascending order by their expected transmission cost $C_{v_i}$ ($i = 1, 2, 3$). $C_{v_i}$ ($i = 1, 2, 3$) has been known. The three links are $e_i = (u, v_i)$ ($i = 1, 2, 3$) respectively. Figure 4 depicts the Venn diagram of the successful packet reception in this example. In presence of link correlation, the probability $\rho_u$ that a packet sent by node $u$ is received by at least one of the three nodes is:

$$\rho_u = P(e_1) + P(e_2) + P(e_3) - P(e_1 \cap e_2) - P(e_2 \cap e_3) - P(e_1 \cap e_3) + P(e_1 \cap e_2 \cap e_3).$$

$C_u$ can be calculated as follows. The probability that node $v_1$ forwards the packet is $P(e_1)$. Node $v_2$ will forward the packet if it receives the packet and node $v_1$ does not receive the packet. Therefore the probability that $v_2$ forwards the packet is $(P(e_2) - P(e_1 \cap e_2))(1 - P(e_1))$, in presence of link correlation. Similarly, the probability that $v_3$ forwards the packet is

$$P(e_3) - \sum_{j=1}^{2} P(e_3 \cap e_j) + \sum_{j=1}^{3} P(e_1 \cap e_j \cap e_j) \times (1 - P(e_1) - P(e_2) + P(e_1 \cap e_2)).$$

Hence, the expected transmission cost of node $u$ to transmit a packet using one of its forwarders, $C_u$, is

$$C_u = \frac{1}{P(e_1)}(P(e_1)C_{v_1} + (P(e_2) - P(e_1 \cap e_2))(1 - P(e_1))C_{v_2} + \left(P(e_3) - \sum_{j=1}^{2} P(e_3 \cap e_j) + \sum_{j=1}^{3} P(e_1 \cap e_j \cap e_j)\right) \times (1 - P(e_1) - P(e_2) + P(e_1 \cap e_2)).$$

To get $C_u$ with three forwarders, we need to compute $(\frac{1}{3}) + (\frac{1}{3}) + (\frac{1}{3}) = 7$ polynomial terms where $(\frac{1}{3})$ is the number of selecting $b$ items from $a$ ones. Indeed, for more general cases of $m$ forwarders, the computational complexity of $C_u$ is on the order of obtaining all possible logical combinations, i.e., $2^m - 1$. Although in our wireless network, the number of forwarders is relatively small due to limited neighborhood, the exponential growth of complexity with $m$ shall be avoided when possible. Moreover, it is not easy to calculate all these conditional probabilities in practice. Therefore we present an approximate approach to estimate conditional probability in concurrent receptions to simply the calculation in practice [12], [13].

**Expected transmission cost estimation with link correlation in practice.** To estimate $C_u$, we need to get the probability $P(e_i)$ that each node $v_i \in Fwd^*(u)$ receives a packet from node $u$ successfully, under the condition that none of the nodes in the forwarder list with smaller expected transmission cost receives it. Suppose each node maintains a packet reception bitmap recording the reception status of a fixed number of most recent packets. We leverage HELLO message in our design.

Every node broadcasts a HELLO message to its neighbors periodically as shown in Section III-F. Each HELLO message has a sequence number which has a maximum value and can be used round robin. Each node exchanges its reception bitmap with its neighbors. Assume the bitmap length is $N$, and $M = |Fwd^*(u)|$, we then have

$$\hat{\rho}_u = \frac{1}{N} \sum_{k=1}^{N} B_{v_1}(k)||B_{v_2}(k)||...||B_{v_M}(k)$$

$$\hat{P}(e_4) = \frac{1}{N} \sum_{k=1}^{N} B_{v_i}(k)$$

$$\hat{P}_{v_4} = \hat{P}(e_4) \times \sum_{k=1}^{N} [1 \oplus (1 \oplus B_{v_1}(k))\oplus B_{v_2}(k)]\oplus...\oplus B_{v_{i-1}}(k)\oplus B_{v_i}(k)$$

where $B_{v_i}(k)$ is a bit representing the reception status of the $k$th HELLO message of neighbor $v_i$. $B_{v_i}(k) = 1$ if node $v_i$ receives the $k$th HELLO message, otherwise $B_{v_i}(k) = 0$.

For example, in Figure 5 [12], node $u$ has 4 forwarders, $v_1, v_2, v_3,$ and $v_4$. We calculate $\hat{P}_{v_4}$. Suppose the bitmap of node $v_1$ is [0111], which indicates that $v_1$ misses the 1st message and receives the 2nd, 3rd and 4th ones. When node $u$ receives the bitmaps from all its forwarders, it can use Eq. (8) to calculate

$$\hat{\rho}_u = \frac{1}{4}(0||0||0||1+1||1||0||0+1||1||0+1||1||0) = 100\%,$$

$$\hat{P}(e_4) = (1 + 1 + 0 + 0)/4 = 50\%,$$

and

$$\hat{P}_{v_4} = \hat{P}(e_4)(1 \oplus (0||0||0))\oplus1 + (1 \oplus (1||1||0))\oplus1 + ((1 \oplus (1||1||0))\oplus0)$$

$$/ (1 + 1 + 0 + 0) = 25\%.$$

$C_u$ then can be estimated as $\hat{C}_u$:

$$\hat{C}_u = \frac{1}{\hat{\rho}_u} + \frac{1}{\hat{\rho}_u}(\hat{P}(e_4)\hat{C}_{v_1} + \sum_{i=2}^{M} \hat{P}_{v_i}\hat{C}_{v_i}).$$

**Calculate expected transmission cost Distributedly.** In the above, we assume that we have known the expected transmission cost of the forwarders, in order to calculate the expected transmission cost of node $u$. Here we present how
to calculate the expected transmission cost of the forwarders. Once again, we design a distributed approach for them. We leverage HELLO message to exchange the expected transmission cost among the node and its forwarders.

For the nodes with hop count $h = 1$, i.e., one-hop neighbors of the sink, the expected transmission cost of them is calculated as $1/\rho_u$ [9]. For other nodes with hop count higher than 1, their $C_u$s are initialized to 0, and calculated as follows.

Upon receiving an HELLO message from a node $v$ with smaller hop count (i.e., its forwarders), node $u$ with $h > 1$ checks the expected transmission cost $C_v$ carried by the message. If $C_v \neq 0$, and $C_v$ is different from that in its local neighbor list, which means the forwarder updated its expected transmission cost, then node $u$ calculates its own expectation transmission cost $C_u$ according to Eq. (9).

**D. Forwarding Schedule**

From the approach to calculate the expected transmission cost, we know that the forwarder list of node $u$ is prioritized. A forwarder of $u$ forwards a packet only when none of the forwarders with higher priority receives the packet. Therefore an schedule is needed to make sure that all the forwarders know when to forward the packet without contention with others.

We now present such a forwarding schedule. A packet sent by node $u$ carries the sequence of its forwarders, therefore the forwarder receiving the packet knows its own order to forward. Upon receiving an ALARM packet, a node checks the forwarder sequence in the packet. If the node is the first forwarder, it forwards the packet immediately. Otherwise, it has to wait for a period of time $T_{\text{wait}}$. If it overhears the packet forwarded by others during $T_{\text{wait}}$, it then drops the packet. But how to decide $T_{\text{wait}}$?

Before we delve into the detail, let us firstly illustrate how the nodes contend the channel. Suppose the popular IEEE 802.15.4 standard is adopted as the MAC layer technique. IEEE 802.15.4 uses CSMA/CA to contend the channel [14]. Before a node sends a packet, it senses the channel for DIFS (DCF InterFrame Space) and backoff randomly for a period of time. If the channel is idle during this period of time, then it sends the packet. Regardless of the propagation time, the time for a node to finish sending a packet is:

$$T_{\text{send}} = T_{\text{DIFS}} + T_{\text{backoff}} + T_{\text{trans}},$$

where $T_{\text{DIFS}}$ is the time of DIFS, $T_{\text{backoff}}$ and $T_{\text{trans}}$ are the time to backoff and to transmit a packet respectively.

Waiting time $T_{\text{wait}}(m)$ of the $m$th forwarder is thus estimated as:

$$T_{\text{wait}}(m) = (m - 1) \times T_{\text{send}}, m \in [1, |Fwd^*(u)|]. \quad (10)$$

By using the scheduling approach, we reduce not only collisions but also the chance that a packet is forwarded via a high-cost link, since the winner always has the smallest expected transmission cost among the forwarders who receive the packet.

**E. Fast retransmission leveraging link correlation**

Opportunistic forwarding makes all the forwarders have opportunities to transmit the ALARM message, which improves the probability for $u$ to succeed sending the message. However what if all the forwarders of $u$ miss the message? Even though this is an event with low probability, we still have to address it to achieve high delivery ratio. An retransmission scheme is needed. Since the packet is broadcasted to make all the forwarders receive them, there is no link-layer ACK to notify node $u$ that the packet has been received successfully. The intuitive one is that node $u$ retransmits the packet if it does not overhear the packet sent by its forwarders after a time period of $T_{\text{wait}}(u)$. $T_{\text{wait}}(u) = |Fwd^*(u)| \times T_{\text{send}}$, since in the worst case, only the last one in the forwarder list receives the packet. However, if the last one does not receive the packet either, node $u$ has to wait for so long a time to start retransmission.

We thus devise a fast retransmission leveraging link correlation. The idea is based on the observation: if links are correlated, then the probability that other nodes receive the packet under the condition of the first node missing it is small. The retransmission algorithm is thus intuitive as follows.

Node $u$ calculates the link correlation factors of the first forwarder and every other forwarders, denoted by $K_i, i = 2, \ldots, |Fwd^*(u)|$ [10]. If there are $m$ links that are highly positively correlated with link $e_1$, then node $u$ infers that if the first forwarder does not receive the packet, then other $m$ links do not either, therefore it will retransmit the packet after time $T_{\text{wait}}(u)$,

$$T_{\text{wait}}(u) = (|Fwd^*(u)| - m + 1) \times T_{\text{send}}.$$

Specifically, if all the links are highly positive correlated, the wait time is shorten to $T_{\text{send}}$. Since node $u$ can retransmit the packet without waiting for all the forwarders in the presence of positive link correlation, we call it fast retransmission. On the other hand, if all the links of $u$ are positively correlated, it is the best to use traditional routing. Fortunately, this is not true.

**Over-transmission avoidance.** Over-transmission will cause network congestion and thus waste network resources. There are two cases that might cause over transmission. (a) One of the forwarder did send the packet, but node $u$ does not overhear it. This happens when link is asymmetric. In this case, node $u$ retransmits the packet. (b) One of the forwarder did send the packet, but other forwarders with lower priority do not overhear it. This happens when the forwarders are hidden terminals. In this case, forwarders with lower priority will transmit the packet after their wait time expires.

To address over-transmission problem, we make the following rules:

1. if a forwarder receives a packet from node $u$, and it has forwarded the packet, then drops it.
2. if a forwarder receives a packet from other forwarders, then drops it, and if it is waiting for its turn then stop.

**F. The control plane**

After the network starts up, the sink floods a HOP message to build a hop tree [15]. The HOP message includes hop value
in it. The HOP message sent by the sink has the hop value of 1. Every node in the network has a local hop count which is initialized to be a very large value compared to the depth of the tree, say 255. Upon receiving a HOP message, a node checks the hop value $h$ in the message against the local one. If the local hop count is more than $h$, then the node updates the local hop count to $h$, and increments the hop value in the message and floods the message again. Otherwise, the node does not update the local hop count or forward the message to avoid flooding storm. In this way, every node in the network will have a hop count eventually.

The hop tree is maintained by broadcasting HELLO messages periodically among neighbors. HELLO message has a node ID and a corresponding hop value. Each node maintains a local neighbor list. The neighbor list has node ID, its hop count, and TTL (Time To Live), and other information needed by opportunistic forwarding. TTL indicates the latest time receiving the neighbors HELLO message.

**Weak link avoidance.** Upon receiving a HELLO message, a node checks its node ID against the record in its neighbor list. If this is a new neighbor, then the node makes a new record and inserts it to the neighbor list. Otherwise, the node updates the corresponding record in the neighbor list. It also checks the hop value $h$. If the local hop value is larger than $h + 1$ and the LQI of this message is more than a threshold $\beta$, it means the node has a smaller hop count to the sink through this neighbor and the link quality is good enough, so the node changes its hop count to $h + 1$. The LQI threshold $\beta$ is set to 100 according to our measurements in Section II-B. Weak link can be avoided to be selected as a forwarder in this way. The hop count is also updated dynamically.

**Node failure and route hole detection.** Each node $u$ checks TTLs in its neighbor list periodically. If TTL of a record is expired, the corresponding neighbor may fail to work. In this case, node $u$ reports a NodeFailure message to the sink and deletes the corresponding record from its neighbor list. Since HELLO messages are sent in a fixed period, and the period cannot be set too short in order to avoid heavy overhead. Therefore the node failure might not be found in time. However, this problem can be addressed using opportunistic forwarding.

If there are no neighbors with hop count smaller than node $u$, then it has no forwarders, i.e., there is a route hole. Suppose the smallest hop count among the neighbors is $h$, node $u$ then updates its hop count to $h + 1$, thereby it can find new forwarders.

**Congestion avoidance.** To avoid congestion, HELLO message is sent at a fixed period plus a small random time. Actually, it is a tough task to synchronize sensor noses since they have no hard clock built-in [16]. Furthermore, HELLO messages are limited in one-hop neighbors, that is to say, when a node receive a HELLO message, it does not forward it. Therefore HELLO message would not lead to network congestion.

IV. IMPLEMENTATION AND EVALUATION

We design the wireless gas leak sensor node and implement its prototype as shown in Figure 6. It mainly consists of a gas leak detection sensor, lights, a buzzer, a ZigBee module and a power module. When the gas concentration is above a threshold, it will alarm with sound and flash, and send ALARM messages to the sink. The ZigBee module adopts Jennic 5139 [17], a low-power high-performance transceiver module. It is compatible to IEEE 802.15.4 and ZigBee standard. The protocols proposed are also implemented using Jennic API.

A. Experiment setup

We built a test-bed consisting of 20 gas leak detection sensors and 1 sink. They are deployed in the toilets on multiple floors in a Building at Tianjin University campus, since the toilet has the similar structure with that of kitchen in terms of water pipes and WiFi interference. We carried experiments under 4 scenarios, where 20 gas leak detection sensors are deployed on multiple floors to construct 4, 5, 6 and 7-hop trees. In each scenario, one gas leak detection sensor is at one end of the floors, and the sink is at the other end. Gas leak detection sensor sends ALARM messages when it detects a high-level gas concentration. We use a lighter to simulate gas leak during experiments. ALARM messages are generated at a speed of 1 every 2 seconds. 150 ALARM messages are sent to the sink in total.

B. Performance Metrics

We consider the following performance metrics in our experiments:

**ED (Earlist end-to-end Delay):** it describes how long it will take for the sink receiving an ALARM message after an emergency event happened. ED is an important metric to indicate the system performance. Assume $t_1$ is the time the first ALARM message sent by a gas leak detection sensor, and $t_2$ is the time the sink receiving an ALARM message from the sensor for the first time. ED is calculated as $ED = t_2 - t_1$.

**AD (Average end-to-end Delay):** the average end-to-end delay of ALARM messages transmitted from the source sensor to the sink.

**Delivery ratio:** defined as the ratio of the number of ALARM messages received by the sink to the total number of ALARM messages sent by a source sensor. It indicates the reliability of the system.

**Delivery cost:** the total number of the ALARM messages forwarded by nodes in the network divided by the number of ALARM messages sent by a source sensor.

As a comparison, we use the conventional flooding routing protocol (FR) and the shortest path routing protocol (SPR) as benchmarks. The flooding routing protocol broadcasts packets...
along the direction of the sink, each node involved only forwards the same packet once to reduce redundancy. In the shortest path routing protocol, packets are forwarded through a path with minimum cost. Retransmission is adopted in SPR, and the path is maintained dynamically.

C. Performance

In this section, we present the experiment results. Fig. 7 shows the earliest end-to-end delay at four scenarios for ROAP, flooding and shortest path routing protocols. We can see that at 4-hop and 7-hop scenarios, ROAP has the shortest ED values, and at other scenarios it is comparable to FR or SPR. The average end-to-end delay is illustrated in Fig. 8, we can see that ROAP has the shortest AD, the AD of the SPR is the longest. That is because that ROAP selects the forwarders opportunistically, thus has more opportunity to deliver the packets. We present their delivery ratios in Fig. 9. In each scenario, ROAP achieves 100% delivery ratio, better than the other two protocols.

TABLE II: Delivery cost at normal and node failure

<table>
<thead>
<tr>
<th>Floor number</th>
<th>ROAP (ms)</th>
<th>FR (ms)</th>
<th>SPR (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>4</td>
<td>10.1</td>
<td>2.19</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>11.57</td>
<td>2.37</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>10.37</td>
<td>2.21</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>10.1</td>
<td>2.19</td>
</tr>
</tbody>
</table>

D. Robustness to node failures

To measure how effectively ROAP can adapt to node failures, we removed two nodes that were forwarding the most packets in the network during the experiments. ROAP uses multiple forwarders and fast-retransmission mechanism. In addition, the failed nodes will be removed from the hop tree and the forwarder list. This causes rapid route recovery around the failure.

Table II lists the delivery cost for ROAP, FR and SPR at normal and node failure cases at 4-hop scenario. Compared with the delivery cost at normal case, all the three protocols increase the number of packets forwarded in the network.

Table III lists the DR and AD for ROAP, FR and SPR at normal and node failure cases at 4-hop scenario. ROAP achieves 100% delivery ratio at the case of node failure, the other two has different decrease. The average delay of ROAP is compatible at normal and node failure cases, however, AD of SPR increases to 226ms, much longer than that at normal case.

V. RELATED WORK

Data collection/traditional routing. Previous sensor networks that did not implement end-to-end reliability exhibited data yields of 20 ~ 60% [18], [19] and thus fail to meet the requirements of gas leak monitoring. Reliable collection protocols [20]–[22] employ local data caching and end-to-end retransmissions to improve data yields. Most of the reliable collection protocols aims to energy efficiency rather than low latency [21]–[23], whereas SPEED [24] focus on real time without considering reliability. ROAP is designed to meet the requirements of GasNet, taking both reliability and low latency into considerations.

Opportunistic routing. Opportunistic routing has been proved efficient in unreliable scenarios. As pioneering work, ExOR [7] and MORE [8] are designed for large file transferring in wireless static mesh networks. Guo et al. [25] propose Opportunistic Flooding tailored for low-duty-cycle networks with unreliable wireless links. The key idea is to make probabilistic forwarding decisions at a sender based on the delay distribution of next-hop nodes. ORTR (Opportunistic Real Time Routing) [26] is presented to guarantee delivery of data under time constraints with efficient power consumption. Lu et al. [27] present PRO (Protocol for Retransmitting Opportunistically) to improve the performance of IEEE 802.11 WLANs. PRO is a link-layer protocol that allows overhearing nodes to function as relays that retransmit on behalf of the source after they learn about a failed transmission. Mao et al. [11] propose opportunistic routing for wireless sensor networks targeting energy efficiency. They focus on selecting and prioritizing forwarder list to minimize energy consumption by all nodes. In contrast to these work, ROAP selects forwarders based on a hop tree and taking link correlation into considerations.

Link correlation. Link correlation has not been considered until recently [10], [12], [13]. Zhu et al. [13] propose Collective Flooding (CF), which exploits the link correlation to achieve flooding reliability using the concept of collective...
ACKs. In [10], Srinivasan et al. introduce a metric $K$ to capture the degree of packet reception correlation on different links. $K$ can be a metric for quantifying what kind of a network is present and help decide which protocols to use for that network. Wang et al. [12] present CorLayer to exploit link correlation to improve the energy efficiency of reliable broadcasts.

**Surveillance system based on sensor networks.** Sensor networks have been applied in surveillance systems [15], [28]–[30]. Since each surveillance system has its own requirements and environments, they cannot be used in our gas leak monitoring system. In contrast, GasNet is designed specified for such a system.

**VI. Conclusion**

The GasNet system presented in this paper is among the first attempts to provide a systematic solution for detection of gas leak in residential high-rise buildings. It is essential to protect residents and properties from potential gas explosion deserts. To meet the application challenging requirements in terms of reliability and low latency, we propose ROAP, an opportunistic forwarding protocol leveraging link correlation. It selects forwarders and calculate the expected transmission cost in presence of link correlation. Forwarders are scheduled in a distributed manner by estimating the time for each forwarder to forward the packet. Fast retransmission is also adopted to improve reliability. Extensive experiment results show that ROAP offers 100% ALARM message delivery in highly dynamic environments. It is highly robust to topology changes and failures.

In the future work, we plan to further evaluate the performance of GasNet in a large scale real network, and compare it with other well-known protocols such as CTP [23] and CF [13].
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