Abstract—Assume that a set of Demand Response Switch (DRS) devices are deployed in smart meters for autonomous demand side management within one house. The DRS devices are able to sense and control the activity of each appliance. We propose a set of appliance scheduling algorithms to 1) minimize the peak power consumption under a fixed delay requirement, and 2) minimize the delay under a fixed peak demand constraint. For both problems, we first prove that they are NP-Hard. Then we propose a set of approximation algorithms with constant approximation ratios. We conduct extensive simulations using both real-life appliance energy consumption data trace and synthetic data to evaluate the performance of our algorithms. Extensive evaluations verify that the schedules obtained by our methods significantly reduce the peak demand or delay compared with naive greedy algorithm or randomized algorithm.

I. INTRODUCTION

It was reported by U.S. Department of Energy in 2008 [25] that energy consumptions from buildings account for approximately 74% of the nation’s total electricity consumption. Unfortunately, due to inefficient energy consumption pattern in most buildings, billions of dollars were wasted. To improve energy usage efficiency, two different approaches could be used: reducing consumption and shifting consumption [18]. Notice that reducing consumption could be achieved through either more careful consumption behaviors or constructing more energy-efficient appliances. For example, we could encourage people to use less energy consuming appliances. In this work, we are particularly interested in the second approach. As a complimentary approach to the first one, we stress the importance of reducing peak demand through shifting heavy-load appliances to off-peak hours, which makes it easy for power generation to match the demand.

Energy consumption or load scheduling have been well studied since thirty years ago [5], [9] [28]. However, recent advancements in smart metering and smart grid infrastructure allow us to adopt fine-grained energy consumption scheduling. In this work, we aim at optimally scheduling the household or industry energy consumption in each appliance in order to reduce the peak energy consumption or demand. We assume that several appliances within one building access to one energy resource. Each appliance is equipped with a Demand Response Switch (DRS) device. The DRS devices are connected to the power line and are able to communicate with each other. The DRS devices will follow the optimal energy consumption schedule to coordinate each appliance.

In this work, we study two energy consumption schedule problems. The first problem is Peak Demand Minimization problem. For this problem, we assume that all appliances or jobs must be scheduled within a given finite time duration. Our goal is to find an appliance scheduling strategy that will minimize the peak demand while not violating the delay constraint. Here the peak demand is defined as the largest power demand at any time instant. The other problem studied in this work is called Delay Minimization problem, which is a dual problem to the first one. Essentially, we assume that there is a predefined maximum peak demand constraint, and the objective is to design an appliance scheduling strategy that will minimize the delay while not violating the peak demand constraint. We first prove that both problems are NP Hard. We further propose several approximation algorithms (MP algorithm for minimizing the peak demand, and MD1 and MD2 algorithms for minimizing the delay) which can achieve constant approximation ratios on the performances. We then briefly discuss the online setting of energy consumption scheduling problem. Under online setting, a simple yet efficient greedy algorithm is proposed. This algorithm has a constant competitive ratio for online delay minimization problem. We conduct extensive evaluations to study the performances of our methods using both real-life appliance energy consumption data trace and synthetic data. Extensive evaluations verify that the schedules obtained by our methods significantly reduce the peak demand or delay compared with naive greedy algorithm or randomized algorithm. For example, MP algorithm achieves an average of more than 30% savings on peak power consumption compared to the Greedy algorithm, both in small-scale and large-scale evaluations. MD1 and MD2 algorithms outperform the Greedy algorithm by more than 50% and 40% savings on execution time respectively.

The paper is organized as follows. Section II and Section III introduce the system model, motivation and problem formulation. Section IV and Section V describe our scheduling schemes for both peak demand minimization problem and delay minimization problem. We investigate online setting of both problems in Section VI. Extensive evaluation results based on real data trace are reported in Section VII. We review related work in Section VIII and conclude the paper with some future work directions in Section IX.
II. System Model

We consider a discrete time system and a time period \([0, T]\) during which \(n\) electrical jobs or appliance, \(J = \{J_1, J_2, \cdots, J_n\}\), should be scheduled. Here \(T\) typically is 24 hours. We adopt similar notations used in [6] in the rest of this paper: the \(i\)-th job \(J_i\) has a demand profile \(D_i\) parameterized by \((d_i, \tau_i)\), where \(d_i\) denotes \(J_i\)'s instantaneous power consumption and \(\tau_i\) represents its duration. When the job \(J_i\) is scheduled to start at time \(s_i\), it specifies a power consumption function:

\[
D_i(t) = d_i \cdot I_{[s_i, s_i + \tau_i]}(t),
\]

where \(I_{[a, b]}(t)\) is a step function that has value 1 at the interval \([a, b]\) and 0 elsewhere. We assume that the job cannot be interrupted once it starts. In general, the starting time \(s_i\) should satisfy \(t^i_0 \leq s_i \leq t^i_d\), where \(t^i_0\) and \(t^i_d\) represent the earliest and latest starting time of the job. In this work, we aim at assigning each job \(J_i\) a starting time \(0 \leq s_i \leq T - \tau_i\) under various constraints to reduce the peak demand. Consequently, under a given schedule, the total load on the network at time instance \(t\) is

\[
D(t) \triangleq \sum_{i=1}^{n} D_i(t) = \sum_{i=1}^{n} d_i \cdot I_{[s_i, s_i + \tau_i]}(t).
\]

We now reveal the motivations of this study by introducing two widely adopted utility cost model. For each of those models, in order to reduce the utility cost, it is essential to find an energy consumption scheduling with small peak demand.

Utility Cost Model I: Let \(C\) represent the utility cost from a group of appliances. In a demand based tariff for commercial energy customers [21], the utility cost is calculated by

\[
C = p_u \cdot D_{Tot} + p_d \cdot D_{Peak}
\]

where \(D_{Peak} = \max_{t \in [0,T]} D(t)\) is the peak aggregate demand and \(D_{Tot} = \sum_{t \in [0,T]} D(t)\) represents the total energy consumption. \(p_u\) the usage price, and \(p_d\) the demand price. Usually, \(p_d\) is significantly higher than \(p_u\), e.g., in Pennsylvania, \(p_d\) is 240 times \(p_u\) [21]. The penalty for high peak power consumption is particularly significant, which motivates research on reduction of peak power consumption. Clearly, given a fixed amount of total demands, the utility bill is minimized when the peak power consumption is minimized under this utility model.

Utility Cost Model II: The second utility cost model is defined based on smooth differentiable quadratic function [18]. For each hour of the time horizon \(h \in \{1, \ldots, 24\}\), the cost of the hour \(C_h\) depends on the total load of the hour \(L_h\) and the hourly rate \(r\). The quadratic cost function is defined as \(C_h(L_h) = r \times (L_h)^2\). This cost function is increasing and strictly convex. Under this strictly convex function, it is reasonable to minimize the peak demand in order to reduce the overall cost.

III. Problem Formulation

In this paper, we first study the Peak Demand Minimization Problem for peak demand reduction. We assume that time horizon is finite with duration \(T\) since users do not want to delay their jobs forever.

**Problem 1 (Peak Demand Minimization Problem).** Compute starting time \(s_i\) for each job \(J_i\) to minimize the peak demand \(D_{Peak}\). Then the optimization problem for minimizing peak demand during a finite horizon \(T > 0\), is formulated as:

**Problem:** Peak Demand Minimization Scheduling

**Objective:** Minimize \(D_{Peak}\)

subject to:

\[
\begin{align*}
(1) \quad & D_i(t) = d_i I_{[s_i, s_i + \tau_i]}(t) \\
(2) \quad & D(t) \triangleq \sum_{i=1}^{n} D_i(t) = \sum_{i=1}^{n} d_i I_{[s_i, s_i + \tau_i]}(t) \\
(3) \quad & 0 \leq s_i \leq T - \tau_i \\
(4) \quad & D_{Peak} = \max_{t \in [0,T]} D(t)
\end{align*}
\]

We first show that even when all durations \(\tau_i\) are equal, finding an optimal schedule is still an NP-hard problem (i.e., can be reduced to the Subset-Sum problem).

**Lemma 1. The Peak Demand Minimization Problem is NP-Hard.**

**Proof:** We will reduce our problem from the Subset-Sum Problem: Given a set of integers \(A = \{I_1, \ldots, I_n\}\), determine whether there exists a subset \(A^c\) of numbers from \(A\) such that the sum of those numbers

\[
\sum_{i \in A^c} I_i = \sum_{i \in A} I_i/2
\]

Then given an input as listed above, we construct a peak demand minimization problem as follows: In the constructed case, there are \(n\) jobs \(J_1, \ldots, J_n\) each of which has identical duration \(T/2\). We assume the demand of each job \(d_i = I_i\). We want to decide if there is a schedule with peak demand \(\sum_{i \in A} I_i/2\), which clearly is the minimum.

Clearly if there exists a subset of numbers from \(A\) such that the sum of those numbers \(\sum_{i \in A^c} I_i = \sum_{i \in A} I_i/2\), we are able to find a scheduling with minimum height \(\sum_{i \in A} I_i/2\) by scheduling all jobs in \(A^c\) at time 0, and scheduling all remaining jobs at time \(T/2\). On the other hand, if there exists a scheduling with height \(\sum_{i \in A} I_i/2\), we can pick those jobs that start from time 0 and the union of their demands must be a feasible \(A^c\). This finishes the proof.

In this work, we also study the Delay Minimization Problem under a given peak demand constraint. Delay Minimization problem is dual to Peak Demand Minimization problem. In this problem, we aim at finding an energy consumption schedule so as to minimize the finish time for executing all the jobs, while keeping the peak power consumption under a constraint \(D\). The finish time for executing all the jobs is given by

\[
T = \max_{i = \{1, \cdots, n\}} (s_i + \tau_i)
\]
Problem: Delay Minimization Scheduling

Objective: Minimize $T$

subject to:

(1) $D_i(t) = d_t \mathbf{I}_{[a_i, a_i + d_j]}(t)$
(2) $D(t) \triangleq \sum_{i=1}^{n} D_i(t) = \sum_{i} d_i \cdot \mathbf{I}_{[a_i, a_i + d_j]}(t)$
(3) $D_{\text{peak}} = \max_{t \in [0,T]} D(t)$
(4) $D_{\text{peak}} \leq D$
(5) $T = \max_{i \in [1,n]} (s_i + \tau_i)$

Similar to the previous problem, finding an optimal delay minimization schedule is still an NP-hard problem even when all durations $\tau_i$ are equal.

Lemma 2. The Delay Minimization Problem is NP-Hard.

Proof: We will reduce the Delay Minimization Problem from classical Bin-Packing Problem: Given a bin size $V$ and a list of sizes of the items $\{a_1, a_2, \cdots, a_n\}$ to pack, find an integer $B$ and a $B$-partition $\{S_1, S_2, S_3, \cdots, S_B\}$ of $\{1, \cdots, n\}$ such that $\sum_{i \in S_k} a_i \leq V$ for all $k = 1, \cdots, B$. Here $\bigcup_{i} S_i = \{1, 2, \cdots, n\}$, and $S_i \cap S_j = \emptyset$. A solution is optimal if it has minimal $B$.

Then given an input as listed above, we construct a delay minimization problem as follows. In the constructed case, there are $n$ jobs $J_1, \cdots, J_n$ each of which has identical duration 1. We assume the demand of each job $d_i = a_i$ and the peak demand constraint is $D = V$.

Thus if there exists a $B$-partition of numbers $\{a_1, a_2, \cdots, a_n\}$, we are able to find a scheduling with maximum height no larger than $D$ by scheduling all jobs whose demand belong to the same partition at the same starting time. On the other hand, if there exists a scheduling with height at most $D$, we can put the demands of those jobs that share the same starting time in the same partition. This finishes the proof.

IV. PEAK DEMAND MINIMIZATION

Because the peak demand minimization problem is NP-hard, we next seek approximation algorithms to tackle this problem.

A. Greedy Algorithm with Constant Approximation

In this section, we propose a simple yet efficient method (Algorithm MP) which is proved to have a constant approximation ratio. In the rest of this paper, for ease of presentation, we will use “demand” and “height”, “duration” and “width” interchangeably for each job. It is not difficult to observe that the appliance scheduling problem (especially the peak demand minimization problem) bears a lot of similarity to the rectangle packing problem [2], [13], [19], [20], [26] that has been extensively studied in the literature, by treating each job as a rectangle (where the demand is the height of the rectangle and the duration is the width of the rectangle). However, the methods for packing rectangles cannot be directly applied to solve the peak demand minimization problem here due to the following differences: the rectangles are rigid while the energy consumption is simply addition.

The basic idea of our method is as follows. According to each job’s duration, we partition all jobs into two subsets: wide jobs $J_1$ and narrow jobs $J_2$. Here $J_1$ essentially contains all “wide” jobs e.g., $\tau_i \geq \frac{\tau}{a}$ for each job $J_i \in J_1$. And $J_2$ contains all “narrow” jobs: for each job $J_i \in J_2$, we have $\tau_i < \frac{\tau}{a}$. Here $a$ is some constant which can be optimized later. Intuitively, for these wide jobs, the summation of their total electrical demands is at the same order of the minimum peak value for scheduling these wide jobs alone. Thus, we already have a good approximation ratio for these wide jobs.

For the narrow jobs, again we partition them into different groups again based on the demand: the jobs at each group here will have similar demand. Thus packing the jobs in each of the group using greedy approach should result in a constant approximation for these jobs. Then the challenging part is to show that the combined solution of all possible groups are indeed a good approximation to the global optimum.

The procedures of our method are presented in Algorithm 1.

Example 1 Figure 1 illustrates one schedule returned by Algorithm MP. In this example, jobs $J_1 \sim J_3$ belong to wide jobs and $J_4 \sim J_{10}$ belong to narrow jobs. Further, $J_5$, $J_7$, $J_8$ belong to $G_1$, and $J_4$, $J_6$ and $J_9$ belong to $G_2$. According to Algorithm MP, jobs $J_1$, $J_2$, and $J_3$ are scheduled at time 0. All jobs in $G_1$ are scheduled at the first strip and all jobs in $G_2$ are scheduled within the second strip.

Lemma 3. The height of all wide jobs $J_1$ returned by Algorithm MP is at most a times the minimum height.
Algorithm 1 MP: Greedy Scheduling for Reducing the Peak Power Consumption

Input: The job profile for each job.
Output: The job scheduling.

1: Partition jobs into wide jobs $J_1$ and narrow jobs $J_2$. For those wide jobs in $J_1$, we simply schedule them using a simple greedy: sort the jobs based on their demand, and schedule the $k$th job after $(k-1)$-th job if possible, or schedule the $k$-th job at time 0 otherwise.

2: For narrow jobs in $J_2$, we sort them in non-increasing order of demands. Assume there are $m$ narrow jobs and $J_2 = \{J_1, J_2, \ldots, J_m\}$ is sorted list where $d_1 \geq d_2 \geq \ldots \geq d_m$.

1) We further partition $J_2$ to several groups, $G_1, G_2, \ldots$, such that the demand of each job within one group differs by at most 2, e.g., $\frac{d_j}{2} \leq d_i \leq 2d_j$ for any two job $J_i$ and $J_j$ in the same group.

2) We schedule each group one by one as follows:
   a) All jobs in $G_1$ are scheduled at the first strip, e.g., $\sum_{j_i \in G_1} r_i \leq \frac{T}{a}$, where the first strip is defined as the rectangle with height $d_1$ and width $T$.
   b) Some jobs in $G_1$ can not be scheduled at the first strip, e.g., $\sum_{j_i \in G_1} r_i > \frac{T}{a}$.

   If case a) happens, this strip is called “almost-empty”, we will then schedule the next group of narrow jobs $G_2$ using a new strip with starting time 0. If case b) happens, we call this strip “almost-full-filled”, we continue to schedule the remaining jobs in $G_1$ using a new strip with starting time 0.

   This finishes the proof.

Lemma 5. The overall height of all ‘almost-empty’ strips is at most 2$d_1$.

Proof: According to the procedures of Algorithm MP, the height of the first almost empty strip is at most $d_1$ where $d_1$ represents the demand of the first job in $G_1$. Recall that the demand of each job within one group differs by at most 2, therefore the demand of each job in $G_2$ is less than $\frac{d_1}{2}$. It follows that the second almost-empty strip has height at most $\frac{d_1}{2}$. Through simple induction, we have the overall height of all almost empty strips is at most $d_1 + \frac{d_1}{2} + \frac{d_1}{4} + \ldots \leq 2d_1$. This finishes the proof.

Theorem 1. Algorithm MP achieves an approximation ratio at most 7 by setting $a = 2$.

Proof: First of all, based on Lemma 3, we have the overall height of scheduled jobs in $J_1$ is at most $a$ times the minimum height. Lemma 4 and Lemma 5 together imply that the overall height of scheduled jobs in $J_2$ is at most $2 + \frac{2a}{a-1}$ times the optimal solution. Therefore the overall height resulting from our scheduling is less than $a + 2 + \frac{2a}{a-1}$ times the optimal solution. By setting $a = 2$, Algorithm MP achieves 7 approximation.

V. DELAY MINIMIZATION

In this section, we study the delay minimization scheduling problem. We propose two efficient greedy algorithms based on similar approaches that are developed in [34]. The differences between our approach and the one in [34] are as follows. First, in [34], they study online scheduling of parallel jobs, where each job requires one or multiple machines simultaneously. As a problem input in [34], the job arrival list is unknown. However, as in our scenario, we can adjust the arriving time of each job which is actually the output of our problem. Second, we develop a more elegant proof to derive the constant approximation ratio for the second algorithm.

Both two algorithms follow simple greedy rule: Schedule each job one by one according to certain ordering, and every job is scheduled at its earliest starting time without violating peak demand constraint. In the first algorithm, we sort all jobs in non-increasing order of their durations. In the second algorithm, all jobs are ordered in non-increasing order of their demands. For each of those algorithms, we are able to derive constant approximation bounds.

A. Non-increasing Duration based Ordering

We sort all the jobs in $J$ in non-increasing order of their durations. Suppose that the ordered list is $J = \{J_1, J_2, \ldots, J_n\}$ where $r_i \geq r_{i+1}$ for all $i$.

A job $J_i$ is called tall if its demand $d_i$ is larger than $D/2$, otherwise it is called short. Recall that $D$ denotes the maximum peak power consumption that is predefined by customers. The OCCUPANCY RATIO of a schedule at any time $t$ is defined as the amount of occupied power resource
at time $t$ divided by $D$, which represents the efficiency of resource utilization. A simple yet efficient greedy algorithm based on the ordering of non-increasing duration is described in Algorithm MD1. In the rest of this paper, let $T^*$ represent the minimum delay resulted from optimal scheduling under peak demand constraint $D$, and let $T_1$ denote the resulted delay from Algorithm MD1.

**Example 2** Figure. 2 illustrates a schedule returned from Algorithm MD1. In this example, the occupancy ratio during interval $H_1$ (and $H_2$) is larger than $1/2$, and the occupancy ration during interval $L_1$ (and $L_2$) is smaller than $1/2$.

**Theorem 2.** The approximation ratio of Algorithm MD1 is at most 2.

The proof follows similar proof in [34] $^1$, thus omitted here to avoid redundant presentation.

**B. Non-increasing Demand based Ordering**

Under this method, we sort all the jobs in $J$ in non-increasing order of their demands. Suppose that the ordered list is $J = \{J_1, J_2, \ldots, J_n\}$ where $d_i \geq d_{i+1}$ for all $i$.

**Example 3** Figure. 3 illustrates a schedule generated by Algorithm MD2. In this example, both tall jobs $J_1$ and $J_2$ are scheduled consecutively. The rest of the short jobs are scheduled at its earliest starting time.

Same as introduced in previous discussion, a job $J_i$ is called *tall* if its demand $d_i$ is larger than $D/2$, otherwise it is called *short*. We next describe our second greedy algorithm according to non-increasing demand based ordering in Algorithm MD2.

$^1$For the online setting, the jobs arrive in non-increasing order of their processing times.

---

**Algorithm 2 Non-increasing Duration based Ordering (MD1)**

**Input:** The job profile $J_i = (d_i, \tau_i)$ for each job.

**Output:** The energy consumption scheduling.

1: Sort all jobs in the non-increasing order of durations $J_i \in J$ ($1 \leq i \leq n$);  
2: for $i$ from 1 to $n$ do  
3: Schedule $J_i$ at the earliest starting time without violating the peak demand constraint;

**Algorithm 3 Non-increasing Demand based Ordering (MD2)**

**Input:** The demand profile $D_i = (d_i, \tau_i)$ for each job.

**Output:** The energy consumption scheduling.

1: Sort all jobs in the non-increasing order of demands $J_i \in J$ ($1 \leq i \leq n$);  
2: for $i$ from 1 to $n$ do  
3: Schedule job $J_i$ at the earliest starting time without violating the peak demand constraint;

**Theorem 3.** The approximation ratio of Algorithm MD2 is at most 4.

**Proof:** As in Algorithm MD2, all tall jobs are scheduled consecutively from time 0. Please refer to Example 3 as an illustration where both jobs $J_1$ and $J_2$ are scheduled consecutively. Let $x$ denote the length of the schedule during which all tall jobs are processed. We have $T^* \geq x$ because no two tall jobs can be scheduled at the same time. Denote by $T_2$ the finish time of the last job $J_n$ whose process time determines the makespan. Avoiding trivial cases, we assume $J_n$ is a short job. Otherwise, if $J_n$ is a tall job, we immediately obtain $T_2 \leq T^*$. Notice that $T^* \geq \tau_n$. Let $s_n$ denote the starting time of job $J_n$. Again, to avoid trivial cases, we assume $s_n > x$, because, otherwise, we immediately obtain $T_2 \leq 2T^*$ together with fact that $T^* \geq \tau_n$ and $T^* \geq x$. Therefore in the following proof, we have $s_n > x$. Notice that all jobs scheduled during interval $(x, T_2]$ must be short jobs.

We next prove that the occupancy ratio at any time in $(x, T_2]$ is no less than $1/2$. The proof is conducted through simple contradiction argument. Assume that at some point $t$ in $(x, T_2]$, the occupancy ratio is less than $1/2$. Because all jobs scheduled after $t$ must be short jobs whose demand is no larger than $D/2$, we can always move a job scheduled right after $t$ forward a bit to let it start at time $t$. This contradicts to Algorithm MD2 in which all jobs are scheduled at its earliest starting time. By combining all previous discussions, we have $T_2 \leq T^* + 2T^* + T^* = 4T^*$. This completes the proof.

---

**VI. ONLINE SCHEDULING OF APPLIANCES**

In the previous problem setting, we assume all jobs and their profiles are received at the initial stage. However, this setting may not be true in practical. Therefore, we next briefly discuss the online version of scheduling problem in smart grid. We assume that each job arrives one by one sequentially. Each
job is known at its release date, no information on this job known before its arrival time. In this setting jobs arrive one by one, upon each job’s arrival, the algorithm has to decide immediately when to assign each job.

We propose a set of online greedy algorithms to tackle both peak demand minimization problem and delay minimization problem. Online greedy algorithms work as follows. (1) For the demand minimization problem, we always schedule currently released job at some time which can minimize increased peak demand; (2) For the delay minimization problem, we schedule current job at its earliest starting time without violating peak demand constraint.

To evaluate the performance of online greedy algorithms, we provide a lower bound on the competitive ratio of any non-preemptive online algorithm for delay minimization problem. Here competitive ratio of a online algorithm is defined as the ratio between the solution returned from that online algorithm and the one returned by best offline algorithm.

**Lemma 6.** [8] For general online delay minimization problem, no deterministic non-preemptive online algorithm can achieve competitive ratio better than 1.347.

In fact, the competitive ratio of online greedy algorithm is bounded by 2 based on [34] [11].

**Theorem 4.** For delay minimization problem, online greedy algorithm has competitive ratio 2.

**VII. PERFORMANCE EVALUATION**

In this section, we present the simulation results and assess the performance of our proposed algorithms. We implemented the MP, MD1 and MD2 scheduling algorithms and compared the proposed approaches to Greedy algorithm in different problem settings and scale settings.

In our experiments, we employ the energy cost model used in [18] for evaluation. In this model, a local power distribution network is considered with one energy source and several load subscribers. To evaluate the performance of proposed algorithms in terms of peak power consumption and execution delay, we randomly select jobs from the residential appliance catalog as reported in [18] for scheduling. The demand profile (power demand and daily usage) of each appliance is determined according to the residential power consumption data released by Office of Energy Efficiency of Canada in 2005 [1]. Sample residential appliances include dishwasher (daily usage: 1.44 kWh), clothes washer (daily usage: 1.94 kWh), clothes dryer (daily usage: 2.5 kWh), and PHEV (daily usage: 9.9 kWh), etc. We report peak demand, execution delay as well as the effect of different constraints. Our experimental result on utility charge verifies that the proposed algorithms are able to improve power efficiency as well as reduce energy cost by achieving more even load in the power system.

**A. Performance on Peak Power Consumption**

In this set of experiments, we investigate the performance on peak power consumption during a finite time horizon. We implemented Greedy scheduling algorithm and our proposed MP algorithm. The finite time horizon \(T\) is set to be 100 hours. For small-scale evaluation, we randomly picked 50 jobs from the residential appliance catalog and schedule them using the algorithms under consideration. For large-scale evaluation, we randomly picked 500 jobs for scheduling. The peak power consumption values with respect to schedules produced by the two algorithms are given in Figure 4 respectively.

As shown in the figure, MP scheduling algorithm achieves an average of more than 30% savings on peak power consumption compared to the Greedy algorithm, both in small-scale and large-scale evaluations. This implies a significant cut of expenses on energy consumption as peak power prices are 200–400 times that of the nominal rate. More importantly, it shows that MP algorithm can achieve significant peak demand reduction while being efficient and scalable by coordinating the power-consuming jobs more meticulously.

**B. Performance on Execution Delay**

In this set of experiments, we study the performance of scheduling algorithms in terms of execution delay under a pre-defined peak constraint. We implemented MD1, MD2 algorithms with comparison to the Greedy algorithm. We used the same sets of small-scale jobs and large-scale jobs aforementioned for performance evaluation. The peak constraint \(D\) is set to be 5 times the highest-demand job in the evaluation set. The execution delays with respect to schedules produced by the three algorithms are shown in Figure 5.

As illustrated in the figure, MD1 and MD2 algorithms outperform the Greedy algorithm by more than 50% and 40% savings on execution time respectively while both manage to keep peak power consumption in the desired range. The reason is that while Greedy algorithm randomly pick a job for scheduling each time, MD1 and MD2 algorithms explore more efficient combinations of jobs according to their profiles and assign jobs as “tight” as possible for parallel execution. Thus the “power space” is more fulfilled with respect to the peak constraint and the execution time is minimized.

**C. Effect of Peak Constraints**

In this set of experiments, we test the performance of MD1 and MD2 algorithms under various pre-defined peak constraints. We use 10 large-scale sets of jobs randomly selected from the evaluation set to get a comprehensive comparison among MD1, MD2 and the Greedy algorithm. The execution delays of the schedules produced by the three algorithms are...
shown in Figure 6. The x axis represents the times relationship of peak constraint $D$ to the power demand $d_i$ of the biggest job $J_i$ in the evaluation set, i.e., $i = \arg\max_j d_j$. We use the execution delay produced by Greedy algorithm when $D = d_i$ as baseline for comparison. The reported results are averaged over 10 large-scaled sets of jobs aforementioned.

As shown in the figure, again, MD1 and MD2 outperforms Greedy algorithm in terms of execution delay under various peak constraints.

**D. Effect of Time Constraint**

In this set of experiments, we study the performance of MP algorithm under various pre-defined time constraints. We use 10 large-scale sets of jobs (the same as used in previous subsection) to compare the performance of MP algorithm with Greedy algorithm in terms of peak energy demand. The experimental results on peak under various time constraints are shown in Figure 7.

As shown in the figure, MP algorithm outperforms Greedy algorithm in terms of peak demand under various time constraints. The reason is that Greedy algorithm schedules all the jobs to execute as early as possible without respect to the varying time constraints. As a result, all the jobs are scheduled by Greedy algorithm to execute simultaneously from the very beginning (time slot 0) which leads to significant peak demands throughout the cases. In contrast, schedules produced by MP algorithm leads to continuous decreasing in peak demand as time constraint increases. This is consistent with the nature of MP algorithm for deriving even loads.

**E. Performance on Utility Charge**

In this set of experiments, we present the performance of the proposed scheduling algorithms in terms of energy consumption distribution and utility charge in total and for each individual power subscriber respectively within a 24 hour period. For the simplicity of illustration, we adopt the same energy cost model as previous where a local power distribution network is considered with one energy source and several load subscribers. We considered two scenarios in our experiment with different constraint settings for performance evaluation.

1) **Time Constraint Setting**: The first scenario we studied is the case where the time horizon $T$ for scheduling all the jobs is restricted. Recall that MP algorithm is designed to determine the energy consumption scheduling to reduce the peak demand $D_{\text{peak}}$. We consider 10 load subscribers in the local area network. Our results can be simply extended to more load subscribers as our optimization model used in MP algorithm considers the job assignments only based on job profiles (energy demand and duration) no matter who released the job. For each subscriber we randomly select 15 appliances from the residential appliance catalog. In our experiment, we set the time constraint $T$ to be 24 hours.

In this experiment, we adopt Utility Model II which is introduced in Section II based a smooth differentiable quadratic function as the pricing model.

The experimental results on scheduled power consumptions and hourly cost in the system using Random algorithm, Greedy algorithm, and MP algorithm are shown in Figure 8, Figure 9, and Figure 10 respectively.

As illustrated in Figure 8, when Greedy algorithm is used, the peak demand reaches as high as 457 kWh, the peak-to-average-ratio (PAR) is 11.4 and the total energy cost is $509.09.

As shown in Figure 9, when Random algorithm is used, the peak demand reduces to 79.72 kWh, the PAR reduces to 1.99 and the total energy cost reduces to $86.24.

As shown in Figure 10, when MP algorithm is used, the peak demand reduces to as low as 35.2 kWh (i.e., 55.9% less than Greedy algorithm), the PAR reduces to as low as 1.05 (i.e., 47.2% less than Greedy algorithm) and the total energy cost reduces to as low as $51.10 (i.e., 40.7% less than Greedy algorithm). In face, we have more even load in this case. Note that each subscriber consumes the same amount of energy in the three cases, but it simply schedules its consumption more efficiently in the case that MP algorithm is used. In this case, all subscribers will even pay less to the utility company as shown in Figure 11. Therefore, the subscribers would be
2) Peak Constraint Setting: The second scenario we studied is the case where the peak $D_{peak}$ is constrained and pre-defined by the load subscribers. Recall that MD1 and MD2 algorithms are designed to determine the energy consumption scheduling to minimize the execution time $T$ given the peak constraint. We consider the same power network settings used in the first scenario. 10 load subscribers are considered in the local power distribution network, with 15 appliances randomly selected for each subscriber in the network. The demand profile of each appliance is pre-defined and the peak demand constraint is set to be $D_{peak} = 60$ kWh. The quadratic cost function $C_h(L_h) = r \times (L_h)^2$ is used to calculate the total energy cost as well as the utility charge for individual load subscribers. The results are shown in Figure 12.

As shown in Figure 12, Random algorithm produces a random workload during the execution as it assigns appliances to random time slots while keeps peak demand under the constrained value. We observe from Figure 12(a) that MD1 and MD2 algorithm achieves slightly better performance than Greedy algorithm in terms of finish time. The reason is that all three algorithms assign appliances as early as possible as long as the peak constraint is satisfied. We can calculate the total cost from Figure 12(b) produced by each scheduling algorithm is $\$140.76$ (Random), $\$137.96$ (Greedy), $\$135.15$ (MD1) and $\$132.83$ (MD2) respectively.

VIII. RELATED WORKS

Peak demand reduction by model predictive control (MPC) with real-time electricity pricing was studied in [6] [21] [23]. One recent set of papers (e.g., [3], [4]) focus on designing online algorithms for using UPS units for cost reduction via shaving workload “peaks” that correspond to higher energy prices. It provides a worst-case competitive ratio analysis. The other body of works study workload shifting for power cost reduction [37] or other reasons such as performance and availability [7]. Some research has considered consumers with access to multiple utility providers, each with a different carbon profile, power price and availability and looked at optimizing cost subject to performance and/or carbon emissions constraints [15].

Some problems closely related to job scheduling in smart grid include link scheduling in wireless networks [22], [32], [36], parallel job scheduling [34], [11], [27], [10], [12] rectangle packing [13], [19], [20], [26] and Orthogonal Rectangular Strip Packing Problem (SPP) [2], [14], [17], [24], sometimes also called orthogonal packing in two dimensions. Essentially, the goal is to find the best orthogonal placement of a set of rectangles on a strip of rectangular stock sheet with a fixed width and infinite height. In contrast to the problem considered here, power resource assigned to a job need to be “contiguous” in a solution to the strip packing problem. To the best of our knowledge, the performance ratio of the best algorithm for online orthogonal strip packing is 6.99, which is due to Baker and Schwarz [2].

IX. CONCLUSION

In this work, we studied two energy consumption scheduling problems in smart grid. The goal of this study is to reduce the peak demand under bounded delay constraint or reduce the delay under a given peak demand constraint. For each of those problems, we designed several scheduling methods and we theoretically proved that all these methods have constant approximation ratios. We also investigated online version of these problems and proposed several algorithms with proven performance guarantees. Through extensive evaluations using
real data trace, we show that our methods are indeed effective in reducing peak demand or delay. There are several interesting questions that are left for future investigation. First, we would like to extend the results studied in this work to incorporate more complex and general problem settings, e.g., (1) all appliances have heterogeneous release times and deadlines, (2) some appliances have to be scheduled periodically [33] such as air conditioner; (3) the energy demand and duration of operation by appliances may depend on the environment, e.g., air conditioner; (4) it is also interesting to deal with users with selfish behavior [31] [29] [30] [16]. We are also interested at seeking more concrete solutions to online appliance scheduling problems that will minimize the electricity bill [35].
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