Abstract—The existing work on distributed secure multi-party computation, e.g., set operations, dot product, ranking, focuses on the privacy protection aspects, while the verifiability of user inputs and outcomes are neglected. Most of the existing works assume that the involved parties will follow the protocol honestly. In practice, a malicious adversary can easily forge his/her input values to achieve incorrect outcomes or simply lie about the computation results to cheat other parties. In this work, we focus on the problem of verifiable privacy preserving multi-party computation. We thoroughly analyze the attacks on existing privacy preserving multi-party computation approaches and design a series of protocols for dot product, ranging and ranking, which are proved to be privacy preserving and verifiable. We implement our protocols on laptops and mobile phones. The results show that our verifiable private computation protocols are efficient both in computation and communication.
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I. INTRODUCTION

Privacy preserving multi-party computation is widely used in different areas. For example, similarity calculation in social networks [8], private voting and auction [9], private data aggregation in sensor networks [6], [7], [12], [17], ranking [10] and outsourced computation [14], [19]. A trusted central server is a simple way to address this problem. The trusted central server will collect the private inputs of all parties, compute the result and disseminate the result to required parties through the secure communication channel. However the server may not always be accessible for all users due to the absence of Internet connection or server failure. Frequent communications with server will cause high expense and security vulnerability. Recently the cracking of databases of some famous online sites causes severe leakage of users’ privacy. As a result, many users may not want to reveal their private data even to a server, which also hinders the wide adoption of cloud computing. So there is a strong motivation to design distributed privacy preserving multi-party computation protocols. Note that theoretically, this has been addressed by Secure Multi-party Computation (SMC), which was first introduced in [15]. SMC enables parties to jointly compute a function over their individually held private inputs without any party learning information beyond what can be deduced from the result.

Although theoretically beautiful, generic SMC protocols are extremely expensive. Many successive work, like [3] and [8], provide practical solutions for private multi-parity computation (e.g., set intersection, dot product) based on homomorphic encryption and secret sharing. These existing approaches concentrate on the privacy protection, while the verifiability of user inputs and outcomes are neglected. The correctness of most protocols is based on the assumption that the involved parties will follow the protocol honestly. In practice a malicious adversary may simply forge his/her input value to produce an incorrect result or lie about the outcome of computation [2]. In this way, the malicious adversary can cheat other parties to accept the incorrect result and even compromise other parties’ privacy. For example, in a social networking system, an unverifiable private similarity calculation protocol may allow a malicious user to get others’s trust by inputting fake attributes or lying about similarity calculation results.

In this work, we focus on the important but neglected problem of verifiable private multi-party computation in an insecure environment without a long-term trustable server. The computation is conducted in a distributed manner, and a trusted server is only occasionally contacted to authenticate the inputs of users. Specifically, we discover two potential attacks on existing protocols for private multi-party computation. We then design verifiable private multi-party threshold-based ranging protocols and ranking protocols suitable for different applications. We prove that these protocols are privacy preserving and verifiable for both input and output values. We thoroughly analyze the performances of our protocols and evaluate them with implementations on laptops and mobile phones. Most of our protocols cost less than 0.5 second on both laptop and mobile phone. Our most expensive protocol (verifiable two-way ranging) takes only 2.56 seconds on laptop and 3.22 seconds on mobile phone, and the largest message size is 3.5 KB. The results show that our verifiable protocols are efficient in both computation and communication.

Paper Organization: The rest of the paper is organized as follows. We define our problem and present the adversary model in Section II. In Section III and Section IV, we respectively present our verifiable private multi-party computation protocols for threshold-based ranging and ranking. We report our analysis and evaluation results in Section V, review the related work in Section VI, and conclude the paper in Section VII.
II. PROBLEM DEFINITION AND PRELIMINARY

A. Verifiable Private Multi-party Computation

There are \( n \) parties \( P_1, \ldots, P_n \), where each party \( P_i \) holds a private value \( v_i \). \( n \) parties wish to compute \( f(v_1, v_2, \ldots, v_n) = (y_1, y_2, \ldots, y_n) \) by communicating among themselves, without giving away any information about their own values. We say a multi-party computation protocol is verifiable, if a malicious party cannot cheat other parties to accept an incorrect result. The verifiability of the computation result is usually neglected in existing protocols. In this work, we focus on the verifiable private computation which resists forged inputs and manipulation of computation results as well as preserves the privacy of input values.

B. Homomorphic Encryption

Homomorphic encryption allows specific types of computations to be carried out on cipher text and obtains an encrypted result which is the cipher text of the computation result of the plain text. In this work, we use the fast variant of Pailler’s cryptosystem which is additively homomorphic as an example. The detail is presented in Table I.

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Fast Variant of Paillier’s Cryptosystem</td>
</tr>
</tbody>
</table>

Choose two prime numbers \( p \) and \( q \).

Public key:
- modulus \( n = pq \) and base \( g \in \mathbb{Z}_n^* \)

Private key:
- \( \lambda = \text{LCM}(p-1, q-1) \)

Encryption:
- \( c = E(m, r) = g^{m+ar} \mod n^2 \)

Decryption:
- \( m = D(c) = \frac{L(c^\lambda \mod n^2)}{L(g)^r \mod n^2} \mod n, L(x) = \frac{x+1}{n} \)

Homomorphic:
- \( E(m_1, r_1)E(m_2, r_2) \mod n^2 = E(m_1 + m_2, r_1 + r_2) \mod n^2 \)
- \( E(m_1, r_1)^m \mod n^2 = E(m_1m_2, r_1m_2) \mod n^2 \)

Self-blinding:
- \( D(E(m_1, r_1)) = E(m_1, r_1 + r_2) \)

C. Adversary Models

Many attacks are extensively studied in related private multi-party computation work, e.g. [3], [8]. Here, we discover two potential attacks (the compressive sensing based privacy reconstruction and fake signature) to the state-of-art private multi-party computation schemes, which haven’t been well studied yet.

1) Compressive Sensing Based Privacy Reconstruction: In social networks, considering a user’s attributes or relationship as a vector, private dot product is a typical way for profile matching and proximity calculation. However, a user’s vector can be reconstructed via multiple rounds of proximity computation. Let \( \mathbf{v}_k \) be the \( M \)-dimension private attribute vector of a user. Each dot product result gives one linear constraint on \( \mathbf{v}_k \). In a traditional way as stated in [2], an adversary needs \( M \) linearly independent constraints to reconstruct the victim’s private vector \( \mathbf{v}_k \). Indeed, \( \mathbf{v}_k \) is usually \( K \)-sparse (it has at most \( K \) non-zeros) and \( K \ll M \). Based on the research in the compressive sensing [1], an adversary can recover the \( K \)-sparse length-\( M \) user private vector \( \mathbf{v}_k \) from only \( R \geq cK \log(M/K) \ll M \) dot-products, here \( c \) is a small constant.

So we suggest that, to achieve privacy preserving dot product in sparse-vector systems like social networks, a protection is needed to resist \( o(K \log M) \) queries from the same user or a collusive attack of a group of adversaries.

2) Fake Signature: Most existing work of SMC are based on homomorphic encryption systems. Encrypted private values are input, and a series of computation are conducted homomorphically on these encrypted values to generate the encryption of the computation result on these values. A few methods like [2] propose to use a signature of encrypted input from a trusted third party \( P_T \) to ensure the authenticity and consistency of the input value. However, we find that if the trusted third party \( P_T \) directly signs the encrypted value \( E_k(v_i) \) and the digital signature generation system are homomorphic, the party \( P_i \) is able to generate a fake signature for value \( k \cdot v_i \) or \( v_i^k \) without contacting \( P_T \). Here \( k \) is a constant picked by \( P_i \). As a result, \( P_i \) can use \( k \cdot v_i \) as the input of a multi-party computation for arbitrary \( k \), to cheat other parties to believe an incorrect conclusion.

So we suggest to avoid using homomorphic encryption to directly sign the encrypt value in private multi-party computation.

In the following part of this paper, we will focus on the verifiable private multi-parity computation resisting the adversaries of fake input and outcome, which are ignored by most existing work.

3) Fake Input and Fake Outcome:

Definition 1 (Fake Input Adversary): In the private multi-party computation, an adversary cheats by inputting an arbitrary value to deviate the result from its true value.

Definition 2 (Fake Outcome Adversary): In the private multi-party computation, a malicious party knowing the true result tells a wrong conclusion to trick other parties.

D. Certificate

In this work, we suppose that there is a trusted third party \( P_T \) who is only involved to authenticate the input values of participants. So there is no requirement for long-term involvement by \( P_T \). Each participant \( P_i \) can contact \( P_T \) to authenticate his/her encrypted values. \( P_T \) signs the authenticated values and hands \( P_i \) his/her certificate consisting the following content and other information in a typical certificate:

\[ C(P_i, v_i) = (\text{Sig(ID)}), E_{PK_T}(v_i), \text{Sig(E_{PK_i}(v_i))), PK_i, PK_T) \]

Note that the signature algorithm by the trusted authority is not homomorphic.
Protocol 1: One-way Threshold-based Ranging Protocol

1) \( P_1 \) sends \( E_1(\theta, r_1) \) and the certificate \( C(P_1, V_1) \) to \( P_2 \).

Here certificate \( C(P_1, V_1) = \{\text{Sig(ID}_1), E_1(V_1, \text{R}_1), \text{Sig(E}_1(\text{V}_1, \text{R}_1), P_k_1, P_k_2)\} \).

2) \( P_2 \) randomly picks a certificate \( C(P_2, \delta_1 V_2) \), where

\[
C(P_2, \delta_1 V_2) = \{\text{Sig(ID}_2), E_2(\delta_1 r_2), E_2(\text{V}_2, \text{R}_2), E_2(\delta_1 \text{V}_2, \text{R}_2), \text{Sig(E}_2(\delta_1, \text{r}_2)), \text{Sig(E}_2(\delta_1 \text{V}_2, \text{R}_2), P_k_1, P_k_2)\},
\]

and another arbitrary number \( \delta_2 \). For ranging computation, \( P_2 \) computes

\[
\begin{align*}
    e_1 &= E_1(\delta_1 \text{V}_1 \cdot \text{V}_2 + \delta_2, \delta_1 \text{R}_1 \cdot \text{V}_2 + r_2) , \\
    e_2 &= E_1(\delta_1 \theta + \delta_2, \delta_1 r_1 + r_2) .
\end{align*}
\]

For verification purpose, \( P_2 \) computes

\[
\begin{align*}
    e_3 &= E_1(\text{R}_2 \cdot \text{V}_1 + r_2, \text{R}_1 \cdot \text{R}_2 + r_2) , \\
    e_4 &= E_1(\text{r}_2 \theta + r_2, \text{r}_1 r_2 + r_2) , \\
    e_5 &= E_2(\delta_2, r_2) .
\end{align*}
\]

\( P_2 \) sends \( e_1, e_2, e_3, e_4, e_5 \) to \( P_1 \) and the certificate to \( P_1 \).

3) \( P_1 \) compares \( \delta_1 = D_1(e_1) \) and \( \delta_2 = D_1(e_2) \) to determine the ranging result. \( P_1 \) verifies the value in \( C(P_2, \text{V}_2) \). \( P_1 \) computes \( \delta_1 = D_1(e_1) \) and \( \delta_2 = D_1(e_2) \) to get the information of random number, then \( P_1 \) computes and checks the equations:

\[
\begin{align*}
    E_2(\delta_1 \text{V}_1 \cdot \text{V}_2 + \delta_2, \text{R}_2 \cdot \text{V}_1 + r_2) &= \text{E}_2(\delta_1 \text{d}_1, \text{d}_3) , \\
    E_2(\delta_1 \theta + \delta_2, r_2 \theta + r_2) &= \text{E}_2(\delta_2, d_4) .
\end{align*}
\]

If they are not all true, \( P_1 \) learns that \( P_2 \) is cheating.

III. VERIFIABLE THRESHOLD-BASED RANGING PROTOCOL

In this section, we present our two-party threshold-based ranging protocol which is the first privacy preserving ranging protocol supporting verifiability for both input and outcome.

First, we define the threshold-based ranging computation.

**Definition 3 (Threshold-based Ranging):** \( P_1 \) holds private value \( v_1 \), and \( P_2 \) holds private value \( v_2 \). There is a polynomial function \( f(v_1, v_2) \) and a threshold \( \theta \). Users \( P_1 \) and \( P_2 \) can only determine whether \( f(v_1, v_2) > \theta \) or not.

In the verifiable private threshold-based ranging, only the 1-bit comparison result will be exposed to them. This computation can provide better privacy and be widely used in many applications, like [7], [12].

A. Protocol Design

Our verifiable private threshold-based ranging computation is based on the following observation.

**Theorem 1:** Given a large integer \( n \), two arbitrary positive numbers \( \delta_1, \delta_2, (\delta_1 f(v_1, v_2) + \delta_2 \mod n) > (\delta_1 \theta + \delta_2 \mod n) \Leftrightarrow f(v_1, v_2) > \theta \) if \( \delta_1 f(v_1, v_2) + \delta_2 \in [0, n - 1] \) and \( \delta_1 \theta + \delta_2 \in [0, n - 1] \).

Specifically, a party can choose \( \delta_1 \leq \sqrt{n} \) and \( \delta_2 \leq \sqrt{n} \), if \( f(v_1, v_2) \leq \sqrt{n} \).

1) One-way Protocol: We first consider the one-way situation that \( P_1 \) wants to conduct the query, but \( P_2 \) doesn’t need the result. Protocol 1 is the first verifiable private threshold-based ranging protocol. It uses a practical partial homomorphic encryption, the Paillier’s encryption. Each \( P_1 \) needs to acquire a series of certificates \( C(P_1, \delta_k v_1) = \{\text{Sig(ID}_1), E_1(v_1, \text{R}_1), \text{Sig(E}_1(\text{v}_1, \text{R}_1), P_k_1, P_k_2)\} \), \( \text{Sig(E}_1(\delta_k v_1), P_k_1, P_k_2) \), from a trusted authority \( P_2 \) by giving \( P_1 \) a set of random numbers \( \{\delta_k\} \) chosen by \( P_1 \) and \( E_{P_k_1}(v_1) \) before the protocol launches. \( P_1 \) can update the certificates once he/she can contact \( P_2 \). Although the function \( f(v_1, v_2) \) in Protocol 1 can be any combination of addition and multiplication. W.l.o.g., we use the dot product \( f(v_1, v_2) = v_1 \cdot v_2 \) of two private vectors as an example in the protocol statement. \( \text{R}_i, r_i \) are random vector and number chosen by \( P_i \) as the required input of the Paillier’s encryption.

2) Two-way Protocol: In the two-way situation, there is a common threshold \( \theta \). \( P_1 \) and \( P_2 \) both need the verifiable result. A change is required to enable the two-way verifiable ranging. The values \( \delta_{11} \) and \( \delta_{12} \) are secretly chosen by \( P_1 \) and \( \delta_{21} \) and \( \delta_{22} \) are secretly chosen by \( P_2 \). A straightforward way is to repeat the Step 2 in the Protocol 1 to have \( P_1 \) compute \( \text{E}_2(\delta_{11} v_1 \cdot v_2 + \delta_{12}) \) and \( \text{E}_2(\delta_{11} \theta + \delta_{12}) \) on the encrypted \( \text{E}_2(\text{V}_2) \) homomorphically. However, since \( \text{V}_2 \) could be a large vector, a simple extension will cost expensive computation. We design a more sophisticated solution and present Protocol 2 to reduce the computation cost. In the Step 3 of Protocol 2, we convert the homomorphic dot product computation on the ciphertext to a simple multiplication between two plain scalars which significantly simplifies the computation. According to our proof (omitted due to limited space), the input random number of Paillier’s encryption won’t affect the verifiability of the computation. For simplicity, we ignore the process of random numbers in the statement of Protocol 2 and the following protocols.
Protocol 3: Participant Comparison Protocol

1) $P_1$ sends certificate $C(P_1, v_1)$ to $P_2$.
2) $P_2$ randomly picks a certificate $C(P_2, \delta_1v_2)$ and another arbitrary number $\delta_2$. $P_2$ computes

\[
\begin{align*}
    e_1 &= E_1(\delta_1v_1 + \delta_2), \\
    e_2 &= E_1(\delta_1v_2 + \delta_2), \\
    e_3 &= E_2(\delta_2),
\end{align*}
\]

and sends them with the certificate and the encrypted information of random numbers by $PK_a$ to $P_1$.
3) $P_1$ compares $d_1 = D_1(e_1)$ and $d_2 = D_1(e_2)$ to determine the comparison result. $P_1$ verifies the value in $C(P_3, v_2)$, then decrypts the information of random number and checks the following equations:

\[
\begin{align*}
    E_2(\delta_1v_1 + \delta_2) &= E_2(d_1) \\
    E_2(\delta_1v_2 + \delta_2) &= E_2(d_2).
\end{align*}
\]

If they are not all true, $P_1$ learns that $P_2$ is cheating.

Protocol 4: Aggregator Comparison Protocol

1) $P_a$ launches the comparison by sending $P_1$ and $P_2$ his/her public key $PK_a$.
2) $P_1$ randomly picks a certificate $C(P_1, \delta_1v_1)$. $P_1$ sends the certificate and $m_1 = E_2(E_{sa}(\delta_1v_1))$ to $P_2$.
3) $P_2$ randomly picks a certificate $C(P_2, \delta_2v_2)$. $P_2$ sends the certificate and $m_2 = E_2(E_{sb}(\delta_2v_2))$ to $P_1$.
4) $P_1$ verifies the value in $C(P_2, v_2)$. $P_1$ decrypts $m_2$, then computes the following value and sends them with key $PK_1$ and the encrypted information of random numbers by $PK_a$ to $P_a$:

\[
\begin{align*}
    e_{11} &= E_a(\delta_1\delta_2v_2), \\
    e_{12} &= E_a(E_2(\delta_1\delta_2v_1)), \\
    e_{13} &= E_a(E_2(\delta_1\delta_2v_2)).
\end{align*}
\]

Here $e_{12}$ is calculated based on $E_2(\delta_2)$ in $C(P_2, \delta_2v_2)$ and $e_{13}$ is calculated based on $E_2(\delta_2v_2)$ in $C(P_2, \delta_2v_2)$.
5) $P_2$ verifies the value in $C(P_1, v_1)$. $P_2$ decrypts $m_1$, then computes the following value and sends them with key $PK_2$ and the encrypted information of random numbers by $PK_a$ to $P_a$:

\[
\begin{align*}
    e_{21} &= E_a(\delta_1\delta_2v_1), \\
    e_{22} &= E_a(E_2(\delta_1\delta_2v_2)), \\
    e_{23} &= E_a(E_2(\delta_1\delta_2v_1)).
\end{align*}
\]

Here $e_{22}$ is calculated based on $E_1(\delta_1)$ in $C(P_1, \delta_1v_1)$. $e_{23}$ is calculated based on $E_1(\delta_1v_1)$ in $C(P_1, \delta_1v_1)$.
6) $P_a$ compares $d_1 = D_a(e_{11})$ and $d_2 = D_a(e_{21})$ to determine the comparison result. Then $P_a$ decrypts the information of random numbers and checks the equations:

\[
\begin{align*}
    E_2(d_1) &= D_a(e_{13}), E_1(d_1) = D_a(e_{22}), \\
    E_1(d_2) &= D_a(e_{23}), E_2(d_2) = D_a(e_{12}).
\end{align*}
\]

If they are not all true, $P_a$ learns that there’s a party cheating.

IV. VERIFIABLE RANKING PROTOCOL

Here we propose privacy-preserving verifiable ranking protocols in both participants model and aggregator model.

A. Ranking Problem Definition

Definition 4 (Participant Ranking): A party $P_1$ queries the rank of his own private value $v_1$ among $n$ parties’s private values $V = (v_1, v_2, ..., v_n)$. At the end, $P_1$ only learns the ranking result $R(P_1, P) = k$ is $v_1$ is the $k$-th smallest in $V$.

Definition 5 (Aggregator Ranking): An aggregator $P_a$ wants to rank all $n$ parties’s values $V = (v_1, v_2, ..., v_n)$ at the end. $P_a$ only learns the ranking result $(ID_{v_1}, ID_{v_2}, ..., ID_{v_n})$ where $ID_{vi}$ is the ID of the user whose data is ranked $i$-th.

In both models, all participants’ values are kept private and only the initiator learns the result.

B. Protocol Design

1) Participant Model: Comparison between two parties is the basic operation of participant ranking. First, we present our verifiable private comparison protocol (Protocol 3) between two participants. In the end of Protocol 3, $P_1$ only learns the verifiable comparison result of $v_1$ and $v_2$, and $P_2$ learns nothing. Based on the verifiable private comparison, $P_1$ computes the rank $R(P_1, P)$ by comparing $v_1$ with each party separately, and counting the values larger than $v_1$ to conclude the rank $R(P_1, P)$.

2) Aggregator Model: In the aggregator model, we first design the protocol to compare two parties’ private value for the aggregator $P_a$. It requires that, both $P_1$ and $P_2$’ values are kept private and at the end of the protocol only the aggregator $P_a$ gets the verifiable comparison result. It is challenging when every party can eavesdrop all the communication. We present our design as Protocol 4.

By Protocol 4, the aggregator is able to get the verifiable comparison result between any pair of parties. Then we leverage the merge sort mechanism to design a parallel scheme for ranking. Only $O(\log n)$ rounds of comparisons will be launched by the aggregator. With the parallel steps 2 to 5) of Protocol 4, time complexity will be reduced compared to a serial scheme. Total $O(n \log n)$ comparisons are required in the worst case.

V. ANALYSIS AND PERFORMANCE EVALUATION

A. Protocol Analysis

Theorem 2: If the Paillier’s cryptosystem is semantically secure, Protocol 1 to 3 are privacy preserving. Note that, in the Protocol 1, because the threshold $\theta$ is chosen by $P_1$, $P_1$ may launch a binary search by adjusting $\theta$ to narrow down the value range of $(v_1, v_2)$. So we suggest that, a threshold may be given by the system or the query time should be limited.

Theorem 3: If the Paillier’s cryptosystem is semantically secure, the Protocol 4 is privacy preserving, when neither $P_1$ nor $P_2$ colludes with $P_a$ even if the $P_1$, $P_2$ and $P_a$ can eavesdrop all the communication. However, if one of the party colludes with $P_a$, they can learn the value of the other party.

Theorem 4: Protocol 1 to 3 are verifiable: $P_2$ cannot cheat $P_1$ to accept an incorrect result, and vis versa.
TABLE II

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Party</th>
<th>Computation(s) (Verification)</th>
<th>Computation(s) (All)</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Laptop</td>
<td>Phone</td>
<td>Laptop</td>
</tr>
<tr>
<td>1</td>
<td>P₁</td>
<td>0.30</td>
<td>0.36</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>P₂</td>
<td>no</td>
<td>no</td>
<td>2.05</td>
</tr>
<tr>
<td>2</td>
<td>P₁</td>
<td>0.30</td>
<td>0.36</td>
<td>2.56</td>
</tr>
<tr>
<td></td>
<td>P₂</td>
<td>0.30</td>
<td>0.37</td>
<td>2.35</td>
</tr>
<tr>
<td>3</td>
<td>P₁</td>
<td>0.23</td>
<td>0.26</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>P₂</td>
<td>no</td>
<td>no</td>
<td>0.12</td>
</tr>
<tr>
<td>4</td>
<td>P₁</td>
<td>no</td>
<td>no</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>P₂</td>
<td>no</td>
<td>no</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>P₃</td>
<td>0.45</td>
<td>0.51</td>
<td>0.45</td>
</tr>
</tbody>
</table>

Theorem 5: Protocol 4 is unconditionally verifiable when at most one party cheats. And when both parties cheat individually without collaboration, $P_a$ can verify the result with a quite high probability. However, when $P_1$ and $P_2$ collude, they can cheat the aggregator to believe an incorrect result.

All the proof are omitted here due to the space limitation.

B. Performance Evaluation

Our protocols are designed based on the fast variant of the Paillier’s cryptosystem, as in Table I. As in most implementations, we assume that $n$ is 1024-bit, $\lambda$ is 160-bit and the random number is 900-bit. We evaluate our protocols on both laptop and mobile phone. The laptop is Think Pad X1 with i7 2.7GHz CPU and 4GB RAM. The mobile phone is HTC G17 with 1228H± CPU, and 1GB RAM. Table II presents the computation and communication cost of each protocol when the dimension of the vector is 30. The result shows that our protocols are practical in both laptop and mobile phones.

VI. RELATED WORK

Secure multi-party computation (SMC) was initially introduced in [15]. One line of work on SMC is based on oblivious polynomial evaluation (OPE), e.g. [3], [8], [17]. Another line is based on oblivious pseudo random functions (OPRF), e.g. [5]. In all these approaches, both the input value and output result are not verifiable. The true result is only revealed to one party, who can cheat other parties by a forge result. Dong et al. [2] propose the fist scheme supporting verifiable private dot product between two parties.

There are some work leveraging Verifiable Secret Sharing (VSS) [13] to conduct multiparty computation of secret inputs when a majority of the players are honest, e.g. [11]. Secure computation based on VSS needs to share each secret input among n parties and requires at least t parties cooperate to produce the computation result. It results in high communication and computation cost.

Cloud computing enables the computational resource limited users to outsource their workload to the cloud. However, treating the cloud as an untrusted computing platform, privacy and verifiability are two of the main obstacles of its wide adoption. Recently, many work are dedicated to the privacy-assured outsourced computing e.g. [14], [18] and cloud data access [19]. There are also some efforts on the verification of the outsourced computation result, e.g. [4].

VII. CONCLUSION

In this paper, we analyze the potential attacks to the state-of-art secure multi-party computation schemes. Previous protocols focus on privacy protection, usually leaving the verifiability neglected. We propose the first verifiable privacy preserving protocols for threshold-based ranging and ranking in different situations, which can resist cheating on both input and outcome. We implement them on phones and laptops. The results show the efficiency of our protocols.
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