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Chapter 1

INTRODUCTION

Powerful computer systems able to handle computationally intensive problems are increasingly in demand in many scientific and engineering areas. To cope with these computational requirements, a natural trend is to construct systems consisting of multiple processors. This approach has been shown in recent years to be the most straightforward and cost-effective approach for achieving high performance. One system consisting of many processors communicating through an interconnection mechanism is called a *multiprocessor system* [28]. These processors are usually homogeneous, and the communication latency between processors is relatively small but non-negligible. The communication latency, along with other degradations, makes parallel computation much more complex than sequential computation. Much effort has been exerted and is currently being exerted to obtain highly efficient parallel computation. Although there are various multiprocessors available, software support and efficient algorithm development for these machines are far behind their hardware counterpart.

In scientific computing, there are several issues related to parallelization that do not arise in a serial context. The first issue is *task partitioning*, i.e., the breakdown of the total workload into smaller tasks, some or all of which, can be processed concurrently. This includes the proper sequencing of the tasks when some tasks are interdependent and cannot be executed simultaneously. The second issue is the *synchronization* of concurrent processes. In some methods, processes must wait at predetermined points for the completion of certain computations or for the arrival of certain data. The mechanisms used to enforce such synchronization have an important effect on algorithmic performance. A third issue is the *communication* of interim results between the processes. The objective here is to carry out the communication efficiently, which is problem dependent as well as machine dependent. The fourth issue is to obtain a good match between algorithmic requirements and architectural capabilities, i.e., the pairing of applications and architectures. From a parallel algorithm design point of view, the issue is how to explore all the execution potential of the underlying architecture, which includes the determination of the number of processors needed as well as task and data allocation across the processors. From the architecture point of view, architectures can be tailored for the execution of a fixed set of algorithms if the architectural requirement of the algorithms are understood.
All of the above issues are problem dependent. It is difficult, if not impossible, to derive any acceptable solution for parallel computation as a whole. For this reason the issues have been traditionally studied problem by problem and solved by brute force methods. However, the issues are important in a general context. A more general study is needed that does not reference a special problem. In this dissertation, a new concept, compute-exchange computation, is proposed. Based on this new concept, most of the frequently used scientific and engineering applications can be represented by a simple structured representation. Structured design and rethinking, therefore, become possible. The basic building blocks of these structures, called parallel computation models, are identified and studied. Issues of performance metrics for parallel computation are also examined. The results of this research are useful in many areas of computer science. The study presented will focus on two areas, efficient algorithm design and performance prediction.

This chapter is organized as follows. Section 1.1 will address the parallel systems considered in this study. Section 1.2 will discuss the parallel programming considerations. The motivation of the research will be given in Section 1.3. Finally, an overview of the dissertation will be found in Section 1.4.

1.1 Multicomputers

The parallel systems considered in this study are multicomputers. Multicomputers are message passing distributed-memory multiprocessors [28]. They are organized as an ensemble of small programmable computers, called nodes, and communicate through a point-to-point interprocessor communication network. Each memory module is physically associated with each processor. When the number of processors increases, the memory capacity also increases. Multicomputers with hundreds or thousands of processors are available commercially. Examples of first generation multicomputers include JPL’s MARK III, Intel’s iPSC (up to 128 processors), Ncube’s NCUBE (up to 1024 processors), Ametek’s S/14 (up to 256 processors) and FPS’s T series (up to $2^{14}$ processors) [55] [23] [21]. Note that the Connection Machine [25], though hypercube interconnected, is a bit-serial SIMD machine. New multicomputers are also emerging. Both Intel’s iPSC-2 [46] and Ametek’s 2010 [3] are classified as second generation multicomputers. The iWARP [6], being developed by Intel and CMU, is also an example of a high performance multicomputer. All first generation multicomputers adopt the store-and-forward communication mechanism and the hypercube topology. Second generation multicomputers have more advanced communication mechanisms. Although the
processors are physically interconnected as a hypercube or a 2D-mesh, they are logically fully connected [3]. The structured representation proposed in this study aims at these new communication mechanisms. Multicomputers hold a promising potential for providing massive parallelism. In addition to architectural enhancement through an increase in computational capability and a decrease in communication latency, the full potential of a multicomputer cannot be exploited without a careful design of algorithms. The results of this research will benefit this careful design and should be useful in the design of future multicomputers to help accommodate those frequently used parallel computation models. A generic architecture of multicomputers is depicted in Figure 1.1.

![Figure 1.1: A Generic Multicomputer Architecture](image)

### 1.2 Parallel Algorithm Design Considerations

During the past two decades, the computing community has witnessed a rapid growth of interest in parallel processing. The motivation behind this increasing interest is not that parallel computing is easier to program, but that there are physical and technological limits in uniprocessors. Modern VLSI technologies enable multiprocessors to be built and implemented at a very cost-effective rate for solving computationally intensive problems. However, the expected superior performance can be achieved only when all the advantages of the underlying architecture are exploited. These include partitioning an application in such a way that load balancing can be maximized and allocating the tasks in such a way that the
communication overhead can be minimized. Neither this maximum nor minimum can be achieved easily. In fact, it has been shown that implementing parallel algorithms is much more difficult than most computer scientists had expected [30]. Parallelism degradations exist that could degrade the performance of parallel algorithms. Depending on their characteristics, different algorithms may be influenced by different degradations. In this section we shall address possible degradations and characteristics of parallel algorithms.

1.2.1 Sources of Degradation

Parallel algorithms rarely achieve linear speedup for several reasons [18]. In designing efficient parallel algorithms, we have to know the sources of degradation and how to reduce their influence or remove them completely whenever possible. In this section sources of degradation are discussed. In the next section, parallel algorithms are characterized according to their inherent degradations.

- Communication delay. From a computation point of view, in addition to the transmission and propagation delay, there are two other communication delays [5]:
  
  - Communication processing time. This is the time required to prepare information for transmission.
  
  - Queuing time. Once information is assembled into packets for transmission on some communication link, it must wait in a queue prior to the start of its transmission. Queuing time is generally difficult to quantify precisely, but simplified models are often adequate to obtain valuable qualitative and quantitative conclusions [34].

Communication overhead can be reduced by overlapping communication with computation. The queuing, transmission, and propagation delays can possibly be overlapped with computations, but communication processing cannot.

Communication cost is a determining factor for the complexity of parallel algorithms. Various techniques have been developed to reduce communication overhead. These include designing efficient networks, overlapping communication with computation, and developing algorithms carefully. In second generation multicomputers, the number of hops from a source node to a destination node is not a major factor in determining the message delay times. However, there are three classical ways to reduce communication delay by restructuring algorithms which still hold true [31]: 1) reducing the quantity of information that must be
communicated, 2) reducing the frequency with which messages must be sent, 3) overlapping communication with computation. In practice the above goals may not be mutually compatible.

- **Uneven Allocation.** It is desirable to distribute the computation load evenly so that all processors have an identical amount of work. However, load balancing is very difficult to achieve. High level module load balancing may lead to unbalanced computation due to the underlying data structure. Those processors that finish a step of computation earlier may have to wait until others are complete before continuing. Thus, the processing power of those processors is wasted.

Communication delay and uneven allocation are the main sources of degradation in parallel algorithms. Reducing these two degradations is difficult and may sometimes raise other degradations. Such tradeoffs between degradations can be used as a design technique to improve the overall performance.

- **Redundant Work.** Transferring intermediate results is more costly than computation for certain problems. Instead of transferring the results, we may wish to recompute the results. This kind of redundant work is adopted in solving eigenvalue problems [40] where eigenvalues are transferred and corresponding eigenvectors are recomputed. Another kind of redundant work comes from the load balancing: To reach agreement on shared data, an algorithm can either let one processor compute it while all the other processors wait or let all the processors compute it concurrently. Since the former involves waiting and receiving, the latter is more favorable. This kind of redundant work is used in solving linear tridiagonal systems [60]. Redundant work decreases the communication overhead by increasing the computation requirement.

- **Reduced Knowledge.** If performing calculations improves the knowledge base of the algorithm, simultaneous calculations cannot make use of the most recent knowledge but must rely on information that is to some extent out of date. This is often the case in iterative methods where each iteration advances the knowledge base. For example, Jacobi algorithms are widely used in multicomputers, while Gauss-Seidel algorithms, which use the latest available information, usually converge faster than the corresponding Jacobi algorithm. Receiving the newest information requires frequent communication and synchronization, making Gauss-Seidel algorithms difficult to implement efficiently on multicomputers.
• **Non-optimal.** With more than one processor computing concurrently, the computational complexity might be misleading, since an algorithm could do more work and still be fast. The algorithm with the lowest computation count is very often sequential in nature. To achieve a high degree of parallelism, we may have to develop parallel algorithms which require more computation than the optimal sequential algorithms. We reduce the uneven allocation degradation by increasing the computation requirement. This increase in computation requirement will lower the performance gain of parallel processing, at least in the sense of absolute speedup (see Chapter 2).

### 1.2.2 Algorithm Characteristics

Parallel algorithm characteristics have been studied for mapping parallel algorithms into parallel or distributed architectures [30]. In this section, parallel algorithms are characterized from a different point of view. We study how these characteristics degrade the performance of parallel algorithms.

- **Data Parallelism versus functional parallelism.** Parallelism can be achieved by dividing the data among the processors, or by decomposing the algorithm into segments that can be assigned to different processors. We call the former *data parallelism* and the latter *functional parallelism*. Data parallelism is the parallelism which comes from simultaneous operations across a set of data [26]. Thus, for data parallel algorithms each processor executes the same instructions on a different data set. Task partitioning is more flexible and load balancing is relatively easy to achieve. Algorithms based on functional parallelism typically use a small number of processors.

- **Granularity.** The granularity or grain size deals with average subtask size, which is measured in the number of instructions executed. It has a bearing on data allocation, communication requirements, processing capability, and memory requirements. Fine-grain algorithms often require frequent communication. Large-grain algorithms typically reduce the communication/computation ratio and have less communication penalty. This communication penalty reduction makes some computation models, that may be intolerable for fine-grain algorithms, favorable for large-grain algorithms. For example, with fine-grain parallelism, both pipelined Jacobi iteration and Gauss-Seidel iteration are unacceptable. With large-grain parallelism, these methods can achieve a near linear speedup [49], [5].

• **Degree of Parallelism.** We call the number of processes that can operate independently the degree of parallelism. Load balancing will be much more easily achieved for algorithms with a static degree of parallelism. Unfortunately, parallel algorithms with a dynamic degree of parallelism are not uncommon. An example is parallel Gaussian elimination algorithm. To eliminate the lower triangular elements, \( n - 1 \) independent processes are available for elimination in the first column, \( n - 2 \) independent processes are available for elimination in the second column, ..., and finally one process is available for elimination in the \( n - 1 \)th column. Another example is parallel Given Rotation [47]. For an \( n \) dimensional matrix, the degree of parallelism of Given Rotation goes up from 1 to \( n/2 \) and then goes down from \( n/2 \) to 1.

• **Concurrency and Pipelining.** From the viewpoint of scheduling, a parallel computation can be characterized as either concurrent or pipelined [29]. Concurrency exploits spatial parallelism by utilizing several processors executing multiple independent tasks simultaneously. Pipelining exploits temporal parallelism in which each processor (called a stage) behaves like a filter or transformer which operates on its input data and passes its output data to the succeeding processor as the later’s input. A systolic array is a typical example of a pipelined computation in a synchronized environment. Through pipelining, communication occurs only between fixed and neighboring stages. Thus a very high ratio of computation to I/O rate will result. A more detailed study on pipeline computation can be found in [34] [49].

• **Data Dependencies.** Data dependencies have a major impact on the design of parallel algorithms. They influence data granularity, degree of parallelism and synchronization. Data dependency is so important that two nontraditional parallel machines, namely graph reduction machines and dataflow machines, have been proposed in which the order of instruction executions is implied by data dependencies [61]. By representing the operations as vertices and using directed edges to indicate the dependencies, data dependency can be represented by a directed dependency graph. Much information can be obtained by coloring the dependency graph. Operations with different colors cannot execute concurrently. From a design point of view, we would like to distribute operations with the different color to the same processor. The multicoloring method [5], which has been successfully employed in the solution of partial differential equations and in image processing, is a good example of grouping the operations according to data dependency.
• *Methodology.* There are a variety of methods for solving systems of equations, usually classified as *direct* and *iterative* methods. Direct methods follow fixed procedures and find the exact solution with a finite number of operations. Iterative methods do not obtain an exact solution in finite steps, they converge to a solution asymptotically. Nevertheless, iterative methods often yield a solution, within acceptable precision, after a relatively small number of iterations. In this case, they are preferred to direct methods. This is usually the case for linear systems when \( n \) is very large and the coefficient matrix is sparse, such as the system \( Ax = b \) which arises in the discretization of a linear partial differential equation and in many other applications. Iterative methods may also have smaller storage requirements than direct methods when the matrix \( A \) is sparse. The computation count of iterative methods depends on the number of iterations, which is problem dependent. *Curve tracing* is a special method for obtaining solutions, in which we start at one end of the curve and want to get to the other end point. The intermediate results along the curve are unimportant. A curve tracing method for solving power flow problems will be presented in Chapter 4. Several newly developed direct methods for solving tridiagonal linear systems will be given in Chapter 5.

### 1.3 Motivation and Problem Statement

The complex interaction of the many architectural, hardware, and software features of parallel systems results in a larger space of possible performance behavior and an increase in algorithm design complexity. Designing efficient parallel algorithms requires that users to understand the performance characteristics of parallel machines and to modify their algorithm accordingly. These modifications are problem dependent. Therefore, parallel algorithms have had to be fine-tuned case by case to achieve higher performance. The painful, elusive design process has excluded casual users and restricted parallel computers to a rather small professional community. This situation needs to be changed to make parallel computers usable for other scientists.

We would like to reduce the burden of parallel algorithm design and make the design process more systematic. This raises the obvious questions: What are the techniques for developing efficient parallel algorithms? How could these techniques be used on a given application? To answer the first question, Nelson and Snyder [44] have proposed the concept of parallel paradigm and identified several paradigms. Paradigms are recognized high level
methodologies common to many of the effective parallel algorithms. They are important, because they provide good examples and may help users understand parallel computation. However, these paradigms are described verbally and are isolated from each other. How to connect these paradigms with general applications is unknown.

In this dissertation, I approach these two questions from a different angle. I study parallel algorithm design from a general point of view. First, a representation methodology, structured representation, is developed. With this representation, most of the frequently used scientific and engineering applications can be represented by simple formulations. These formulations are combinations of some simple data structures, called parallel computation models, and provide adequate information about performance degradations. Parallel computation models are the basic building blocks of structured representations. Since both parallel computation models and parallel paradigms are commonly used data structures, it is not surprising that they share some similarities. Some of them even share the same name. A major advantage of parallel computation models over parallel paradigms is that computation models are based on mathematical formulations, and they are the constructing components of general scientific applications. The structured representation of most frequently used scientific and engineering applications consists of computation models. The design techniques used in computation models are the techniques needed for general scientific algorithm design, and the design techniques are used in a similar way.

A mathematical foundation is necessary in moving toward a systematic design methodology for parallel algorithms. Based on that foundation, different applications can be classified and manipulated. Forming structured representation and acquiring computation models are the first step in developing such a foundation. After computation models have been well identified and studied, the performance of an application can be predicted during its design stage, and systematically mapping algorithms onto architectures becomes possible.

Structured representation and computation models are important. They provide a fast way of estimating and understanding the performance of parallel programs in a parallel system. They lead to efficient parallel algorithm design for scientific and engineering applications. They provide guidelines for programming tools and systematic parallel algorithm design methodology. Also, they suggest how each multicomputer should be used in applications and which multicomputer is the best for a given application.

This study focuses on scientific computations. The models are built for scientific applications and examples are chosen from scientific applications. We are interested in scientific applications since scientific and engineering applications are the major driving force behind
parallel processing and the data structures of scientific applications are relatively simple.
With some effort, structured representation and computation models could possibly be ex-
tended to general non-numerical applications.

1.4 Thesis Organization

This dissertation is organized as follows. In Chapter 2, we study the performance issues of
parallel processing. The study focuses on one performance metric, parallel speedup. Three
models of speedup are studied. They are fixed-size speedup, fixed-time speedup and memory-
bounded speedup. Memory-bounded speedup considers memory capacity as an influential
factor and provides the quantum of the tradeoff between time and space. Two sets of
speedup formulations are derived for these three models. One set requires more information
and provides more accurate estimations. Another set considers a simplified case and provides
a clear picture of the possible performance gain of parallel processing.

Structured representation is proposed in Chapter 3. Two different classes of data-
exchange are identified. One is regular data-exchange. Another is conjunctive regular
data-exchange. Notation is developed to represent these two classes of data-exchanges.
A new concept, compute-exchange computation, is introduced. By this concept, every
parallel computation can be divided into two parts, compute and data-exchange. There-
fore, a parallel algorithm can be written in terms of data exchanges and computations,
which is called structured representation. Some basic components of structured represen-
tation, called computation models, are also studied in Chapter 3. They are Local Compu-
tation Model, Global-Exchange Computation Model, Compute-Aggregate-Broadcast Compu-
tation Model, Divide-and-Conquer Computation Model, Domain Decomposition Computation
Model, Pipeline (Ring) Computation Model, and Recursive Doubling Computation Model.

Parallel algorithms may be modified for different reasons to achieve high performance.
The modifications, however, mainly follow two approaches: explore the inherent parallelism
of the application to increase the concurrency and take advantage of the underlying architec-
ture to reduce the communication overhead. Two applications are studied to illustrate how
structured representation and computation models can be used in efficient algorithm design.
The power flow problem is studied in Chapter 4 to demonstrate how structured representation
can help in application-driven algorithm design. In Chapter 5, using the design process
of linear tridiagonal solvers, we show how the parallel architecture will influence the choice
of computation models. The power flow problem determines how electrical power generation
and distribution should be changed with customer demand, so that the power system can be operated safely. We adopt the homotopy mathematical method to solve the power flow problem. Our first approach is an algorithm using the local computation model. Then, we change to a global-exchange computation. After learning more about the homotopy method, we modify our algorithm into a compute-aggregate-broadcast computation. Solving linear tridiagonal systems is a fundamental problem of scientific computation. We have developed tridiagonal solvers on a first generation Ncube 7 hypercube multicomputer. To take advantage of the hypercube architecture, we change our design from compute-aggregate-broadcast computation to global-exchange computation. Then we change to a hybrid computation, which is a combination of two computation models. The last one gives the best performance. All the algorithms are implemented on an Ncube multicomputer and the results can be found in the chapters that follow.

A new performance prediction methodology is presented in Chapter 6. This methodology adopts a divide-and-combine strategy. For a given application we write down its structured representation and find out the contained computation models. We then use the well-studied computation models to predict the performance of the given application. Examples are given and the performance measurements of identified computation models are studied. Instead of studying the performance on a given architecture, the performance is studied from a dynamic point of view. We study the influence of problem size on performance. Chapter 7 gives a summary of my major contributions and the direction of future research.
Chapter 2

PERFORMANCE METRIC OF PARALLEL ALGORITHMS

To study efficient parallel algorithm design we first have to understand the performance metrics. For sequential machines, elapsed time and memory space are the metrics by which algorithms are measured. With parallel machines, the performance measurement becomes more difficult. In addition to time and space, the performance parameters for parallel algorithms include the number of processors available, communication overhead and the inherent parallelism of the given application. For this reason, despite the fact that parallel processing has become a common approach for achieving high performance, performance evaluation techniques of parallel processing are weak. There is no well-established metric to measure the performance gain. This weakness is one of the reason which leads to confusion and limits the growth of parallel computation. In this chapter, we shall study issues of performance metrics and seek a better understanding of one metric, parallel speedup.

The most commonly used performance metric for parallel processing is speedup, which gives the performance gain of parallel processing versus sequential processing. However, with different emphases, speedup has been defined differently. One definition focuses on how much faster a problem can be solved with $N$ processors. Thus, it compares the best sequential algorithm with the parallel algorithm under consideration. This definition is referred to as absolute speedup. Absolute speedup has two different definitions, one which considers machine resources and one which does not. In the first definition, speedup is defined as the ratio of elapsed time of the best sequential algorithm on one processor over the elapsed time of the parallel algorithm on $N$ processors. In the second definition, the absolute speedup is defined as the ratio of elapsed time of the best sequential algorithm on the fastest sequential machine over the elapsed time of the parallel algorithm on the parallel machine [47]. Another type of speedup, called relative speedup, deals with the inherent parallelism of the parallel algorithm under consideration. It is defined as the ratio of the elapsed time of the parallel algorithm on one processor over the elapsed time of the parallel algorithm on $N$ processors. Relative speedup is used because that the performance of parallel algorithms varies with the number of available processors. Comparing the algorithm itself with different numbers of
processors gives information on the variations and the degradations of parallelism. Absolute speedup and relative speedup are two commonly used speedup measures. Other definitions of speedup also exist. For instance, considering the construction costs of processors, a cost-related speedup is defined in [4].

Among all of the defined speedups, relative speedup is probably the one which has had the most influence on parallel processing. Two well known speedup formulations have been proposed based on relative speedup. One is Amdahl’s law [2] and another is Gustafson’s scaled speedup [20]. Both of these two speedup formulations use a single parameter, the sequential portion of a parallel algorithm. They are simple and give much insight into the degradations of parallelism. Amdahl’s law has a fixed problem size and is interested in how fast the response time could be. It suggests that massively parallel processing may not gain high speedup. Under the influence of Amdahl’s law many parallel computers have been built with a small number of processors. Gustafson [20] approaches the problem from another point of view. He fixes the response time and is interested in how large a problem could be solved within this time. The argument of Gustafson is that the problem size should be increased to meet the available computation power for better results. Experimental results based on his argument show that speedup can increase linearly with the number of processors available [22].

In this chapter we shall provide a careful study of relative speedup and reserve the word speedup for relative speedup, unless explicit state otherwise. We first study three models of speedup, fixed-size speedup, fixed-time speedup and memory-bound speedup. All three models are based on relative speedup. With both uneven allocation and communication overhead considered, general speedup formulations will be derived for all three models. When communication overhead is not considered and the workload only consists of sequential and perfectly parallel portions, the simplified fixed-size speedup is Amdahl’s law; the simplified fixed-time speedup is Gustafson’s scaled speedup; and, with one more parameter, the simplified memory-bound speedup contains both Amdahl’s law and Gustafson’s speedup as its special cases. Therefore, from different points of view, the three models of speedup are unified.

2.1 Preliminary

The parallelism in an application can be characterized in different ways for different purposes, such as data dependency graph [61], task precedence graph [11], Petri Net [41] and average
parallelism [15]. For simplicity, speedup formulations generally use very few parameters and consider very high level characterizations of the parallelism. In our study we consider two main degradations of parallelism, uneven allocation and communication latency. The former degradation is application dependent. The latter degradation depends on both the application and the parallel computer under consideration. To give an accurate estimate, both of the degradations need to be considered. Uneven allocation is measured by degree of parallelism.

**Definition 1** The degree of parallelism of a program is an integer which indicates the number of processors that are busy computing at a particular instant in time, given an unbounded number of available processors.

The degree of parallelism is a function of time. By drawing the degree of parallelism over the execution time of an application, a graph can be obtained. We refer to this graph as the parallelism profile. Software tools are available to determine the parallelism profile of large scientific and engineering applications [36]. Figure 2.1 is the parallelism profile of a hypothetical divide-and-conquer computation (see Section 3.2). By accumulating the time spent at each degree of parallelism, the profile can be rearranged to form the shape (see Figure 2.2) of the application [53].

![Figure 2.1: Parallelism Profile of an Application](image)

**Definition 2** The average parallelism is the average number of processors that are busy during the execution of the program in question, given an unbounded number of available processors.
By definition, average parallelism is the ratio of the total service demand to the execution time with an unbounded number of available processors. This is equal to the speedup, given unbounded number of available processors and without considering communication latency. Therefore, average parallelism can be defined equivalently as follows [15].

**Definition 3** The average parallelism is the speedup, given an unbounded number of available processors and without considering communication latency.

Let $W$ be the amount of work (computation) of an application. Let $W_i$ be the amount of work executed with degree of parallelism $i$, and $m$ be the maximum degree of parallelism. Thus, $W = \sum_{i=1}^{m} W_i$. The execution time for computing $W_i$ with a single processor will be

$$t_i(1) = \frac{W_i}{\Delta},$$

where $\Delta$ is the computing capacity of each processor. If there are $i$ processors available, the execution time will be

$$t_i(i) = \frac{W_i}{i\Delta}.$$ 

With an infinite number of processors available, the execution time will be

$$t_i = t_i(\infty) = \frac{W_i}{i\Delta} \quad \text{for } 1 \leq i \leq m.$$ 

Therefore, without considering communication latency, the response time on a single processor and on an infinite number of processors will be

$$T(1) = \sum_{i=1}^{m} \frac{W_i}{\Delta},$$

(2.2)
\[ T(\infty) = \sum_{i=1}^{m} \frac{W_i}{i\Delta}. \]  

(2.3)

The speedup will be

\[ S_\infty = \frac{T(1)}{T(\infty)} = \frac{\sum_{i=1}^{m} \frac{W_i}{\Delta}}{\sum_{i=1}^{m} \frac{W_i}{\Delta}} = \frac{\sum_{i=1}^{m} W_i}{\sum_{i=1}^{m} W_i/i}. \]  

(2.4)

The average parallelism, \( A \), can be computed in terms of \( t_i \),

\[ A = \frac{\sum_{i=1}^{m} it_i}{\sum_{i=1}^{m} t_i} = \frac{\sum_{i=1}^{m} it_i}{\sum_{i=1}^{m} t_i}. \]  

(2.5)

Notice that \( t_i \) is the time for executing \( W_i \). When an unbounded number of processors are available, \( t_i = \frac{W_i}{\Delta} \). Substituting \( t_i = \frac{W_i}{\Delta} \) into Eq. (2.5), we have

\[ A = \frac{\sum_{i=1}^{m} it_i}{\sum_{i=1}^{m} t_i} = \frac{\sum_{i=1}^{m} W_i}{\sum_{i=1}^{m} W_i/i} = S_\infty. \]  

(2.6)

This gives a formal proof for the equivalence of Definition 2 and Definition 3. Average parallelism is a very important factor for speedup and efficiency. It has been carefully examined in [15]. \( S_\infty \) gives the best possible speedup based on the inherent parallelism of an algorithm. There are no machine dependent factors considered. With only a limited number of available processors and with communication latency considered, the speedup will be less than the best speedup, \( S_\infty \). If there are \( N \) processors available and \( N < i \), then some processors have to do \( \frac{W_i}{N} \lfloor \frac{i}{N} \rfloor \) work and the rest of the processors will do \( \frac{W_i}{N} \lceil \frac{i}{N} \rceil \) work. In this case, assuming \( W_i \) and \( W_j \) cannot be solved simultaneously for \( i \neq j \), the elapsed time will be

\[ t_i(N) = \frac{W_i}{i\Delta} \lfloor \frac{i}{N} \rfloor \]

and

\[ T(N) = \sum_{i=1}^{m} \frac{W_i}{i\Delta} \lfloor \frac{i}{N} \rfloor. \]  

(2.7)

The speedup is

\[ S_N = \frac{T(1)}{T(N)} = \frac{\sum_{i=1}^{m} W_i}{\sum_{i=1}^{m} W_i \lfloor \frac{i}{N} \rfloor}. \]  

(2.8)

Communication latency is an important factor contributing to the complexity of a parallel algorithm. Unlike degree of parallelism, communication latency is machine dependent. It depends on the communication network, the routing scheme, and the adopted switching
technique. For instance, the switching technique used in first generation multicomputers is *store-and-forward*. Second generation multicomputers adopt *circuit switching* or *wormhole routing* switching techniques. These new switching techniques reduce the communication cost considerably. Let $Q_N$ be the communication overhead when $N$ processors are used in parallel processing; the general speedup becomes

$$S_N = \frac{T(1)}{T(N)} = \frac{\sum_{i=1}^{m} W_i}{(\sum_{i=1}^{m} \frac{W_i}{i}[\frac{i}{N}]) + Q_N}.$$  

(2.9)

### 2.2 Models of Speedup

In the last section we developed a general speedup formula and showed how the number of processors and degradation parameters will influence the performance. However, speedup is not only dependent on these parameters. It is also dependent on how we view the problem. With different points of view, we will get different models of speedup and will get different speedup formulations.

One viewpoint emphasizes shortening the time it takes to solve a problem by parallel processing. With more and more computation power available, the problem can be solved in less and less time. With more processors available, the system will provide a fast turnaround time and the user will have a shorter waiting time. A speedup formulation based on this philosophy is called a *fixed-size speedup*. In the previous section, we adopted fixed-size speedup implicitly. Equation (2.9) is the general speedup formula for fixed-size speedup. Fixed-size speedup is suitable for many applications.

For some applications we may have a time limitation, but we may not want to obtain the solution in the quickest way. If we have more computation power, we may want to increase the problem size, carry out more operations, get a more accurate solution, and keep the execution time unchanged. This viewpoint leads to a new model of speedup, called *fixed-time speedup*. Many scientific and engineering applications can be represented by some partial differential equations, which can be discretized for different choices of grid spacing. Coarser grids demand less computation, but finer grids give more accurate solutions. If more accurate solutions are desired, this kind of application will fit the fixed-time speedup model. One good example is weather forecasting. With more computation power, we may not want to give the forecast earlier. Rather, we may wish to add more factors into the weather model – increasing the problem size and getting a more accurate solution – thus providing a more precise forecast.
For fixed-time speedup the workload is scaled up with the number of processors available. Let \( W'_i \) be the amount of scaled up work executed with degree of parallelism \( i \) and \( m' \) be the maximum degree of parallelism of the scaled up problem when \( N \) processors are available. In order to keep the same turnaround time as the sequential version, we must have

\[
\sum_{i=1}^{m} W_i = \sum_{i=1}^{m'} \frac{W'_i}{\left[ \frac{i}{N} \right]} + Q_N
\]

Thus, the general speedup formula for fixed-time speedup is

\[
S'_N = \frac{\sum_{i=1}^{m'} W'_i}{\sum_{i=1}^{m} \frac{W'_i}{\left[ \frac{i}{N} \right]} + Q_N} = \frac{\sum_{i=1}^{m'} W'_i}{\sum_{i=1}^{m} W_i}.
\] (2.10)

From our experience in using multicomputers, we have found that memory capacity plays a very important role in performance. Existing multicomputers do not support virtual memory, and memory is distributed and associated with each node. The memory associated with each node is relatively small. When solving an application with one processor, the problem size is more often bounded by the memory limitation than by the execution time limitation. With more nodes available, instead of keeping the execution time fixed, we may want to meet the memory capacity and increase the execution time. In general, the question is, if you want to increase the problem size, do you have enough memory for the size increase? If you do have adequate memory space for the size increase, and after the problem size is increased to meet the time limit you still have memory space available, do you want to increase the problem size further by using this unused memory space and to get an even better solution? For memory-bounded speedup the answer is yes. Like fixed-time speedup, memory-bounded speedup is a scaled speedup. The problem size is scaled up with system size. The difference is that in fixed-time speedup the execution time is the dominant factor and in memory-bounded speedup the memory capacity is the dominant factor. Most of the applications which fit fixed-time speedup will fit memory-bounded speedup when more accurate solutions are the goal. A good application for memory-bounded speedup is simulation. If we simulate a nuclear power plant, obtaining an accurate solution will probably be the highest priority.

With memory capacity considered as a factor of performance, the requirement of solving an application contains two parts. One is the computation requirement, which is the workload, and another is the memory requirement. For a given application, these two requirements are related to each other, and the workload can be seen as a function of the memory requirement. Let \( M \) represent the memory requirement and let \( g \) represent the function, we have \( W = g(M) \), or \( M = g^{-1}(W) \), where \( g^{-1} \) is the inverse function of \( g \).
Under different architectures the memory capacity will change differently with the number of processors available. For multicomputers, the memory capacity increases linearly with the number of nodes available. If $W = \sum_{i=1}^{m} W_i$ is the workload for sequential execution, $W^* = \sum_{i=1}^{m} W_i^*$ is the scaled workload when $N$ processors are available, $m^*$ is the maximum degree of parallelism of the scaled problem, then the memory limitation for multicomputers can be stated as: the memory requirement for any active node is less than or equal to $g^{-1}(\sum_{i=1}^{m} W_i)$. Here the main point is that the memory occupation on each node is fixed. Equation (2.11) is the general speedup formula for memory-bounded speedup.

$$S_N^* = \frac{\sum_{i=1}^{m^*} W_i^*}{\sum_{i=1}^{m^*} \frac{W_i^*}{m^*} + Q_N}.$$  
(2.11)

### 2.3 Simplified Models of Speedup

Three general speedup formulations have been proposed for three models of speedup. These formulations contain both uneven allocation and communication latency degradations. They are closer to actual speedup and give better upper bounds on the performance of parallel algorithms. On the other hand, these formulations are problem dependent and difficult to understand. They give more detailed information for each application, but lose the global view of the possible performance gain. In this section, we study a simplified case for speedup, which is the special case studied by Amdahl and Gustafson. We do not consider the communication overhead, so $Q_N = 0$, and we assume that the allocation only contains two parts, a sequential part and a perfectly parallel part. That is $W_i = 0$, for $i \neq 1$ and $i \neq N$. We also assume that the sequential part is independent of the system size, i.e., $W_1 = W_1^* = W_1^\prime$.

Under this simplified case, the general fixed-size speedup formulation Eq.(2.9) becomes

$$S_N = \frac{W_1 + W_N}{W_1 + \frac{W_N}{N}},$$  
(2.12)

which is known as Amdahl’s law. From Eq.(2.12) and Fig. 2.3 we can see when the number of processors increases the load on each processor decreases. Eventually, the sequential part will dominate the performance and the speedup is bounded by $W_1 + \frac{W_N}{N}$.

Under the simplified conditions, $\sum_{i=1}^{m} W_i = W_1 + W_N$ and $\sum_{i=1}^{m^*} \frac{W_i^*}{m^*} + Q_N = W_1^* + \frac{W_N^*}{N}$. Therefore, for fixed-time speedup, we have $W_1 + W_N = W_1^\prime + \frac{W_N^\prime}{N}$. Since $W_1 = W_1^\prime$, we have $W_N = \frac{W_N^\prime}{N}$. That is $W_N^\prime = NW_N$. Equation (2.10) becomes

$$S_N^* = \frac{\sum_{i=1}^{m^*} W_i^\prime}{\sum_{i=1}^{m} W_i} = \frac{W_1^\prime + \frac{W_N^\prime}{N}}{W_1 + \frac{W_N}{N}} = \frac{W_1 + NW_N}{W_1 + W_N}.$$  
(2.13)
The simplified fixed-time speedup formula Eq. (2.13) is Gustafson's scaled speedup, which was proposed by Gustafson in 1988 [20]. From Eq. (2.13) we can see that the parallel portion of the application is scaled up linearly with the system size, and the speedup increases linearly with the system size. The relation of workload and elapsed time for Gustafson's scaled speedup is depicted in Figure (2.4), where $T_N$ is the execution time for the sequential portion of work. $T_N$ is the execution time for the parallel portion of load.

We need some preparation before deriving the simplified formulation for memory-bounded speedup.

**Definition 4** A function $g$ is a semihomomorphism if there exists a function $\overline{g}$ such that for any real number $c$ and any variable $x$, $g(cx) = \overline{g}(c)g(x)$.

One class of semihomomorphism functions is the power function $g(x) = x^b$, where $b$ is a rational number. In this case, $\overline{g}$ is the same as the function $g$. Another class of semihomomorphism functions is the single term polynomial $g(x) = ax^b$, where $a$ is a real constant and $b$ is a rational number. For this kind of semihomomorphism functions, $\overline{g}(x) = x^b$, which is not the same as $g(x)$.

The sequential portion of the workload, $W_1$, is independent of the system size. If we do not consider the influence of memory on the sequential portion we have the following theorem:
Theorem 1 If $W = g(M)$ for some semihomomorphism function $g$, $g(cx) = \tilde{g}(c)g(x)$, then, with all data being shared by all the available processors and using all the available memory space, the simplified memory-bounded speedup is

$$S_N^* = \frac{W_1 + \tilde{g}(N)W_N}{W_1 + \frac{2MN}{N}W_N} \quad (2.14)$$

Proof: As mentioned before, $W_N$ is the parallel portion of the workload when one processor is used. Let the memory requirement of $W_N$ be $M$, $W_N = g(M)$. $M$ is the memory requirement when one node is available. With $N$ nodes available, the memory capacity will increase to $NM$. Using all of the available memory, for the scaled parallel portion $W_N^*$, $W_N^* = g(NM) = \tilde{g}(N)g(M)$. Therefore, $W_N^* = \tilde{g}(N)W_N$ and

$$S_N^* = \frac{W_1^* + W_N^*}{W_1^* + W_N^*/N} = \frac{W_1 + \tilde{g}(N)W_N}{W_1 + \frac{2MN}{N}W_N} \quad (2.15)$$

In the proof of Theorem (1), we claimed that $W_N^* = g(NM) = \tilde{g}g(M)$. This claim is true under two assumptions: 1) the data is shared by all available processors, and 2) all the available memory space is used for better solutions. A computation with the first property is called global computation. Equation (2.14) is the simplified memory-bounded speedup.
for global computation when memory is fully used. In general, data may be duplicated on different nodes and the available memory may not be fully used for increased problem size. Replacing the function \( \bar{g} \) by a general function \( G \), that is \( W_N^* = G(N)W_N \), a more generalized theorem will be

**Theorem 2** If \( W_N^* = G(N)W_N \) for some function \( G \), then

\[
S_N^* = \frac{W_1 + G(N)W_N}{W_1 + \frac{G(N)}{N}W_N}.
\]  

(2.16)

**Proof:** If \( W_N^* = G(N)W_N \) for some integer \( N \), then

\[
S_N^* = \frac{W_1^* + W_N^*}{W_1^* + \frac{W_N^*}{N}} = \frac{W_1 + G(N)W_N}{W_1 + \frac{G(N)}{N}W_N}.
\]  

(2.17)

Equation (2.16) will be referred to as *simplified memory-bounded* (SMB) scaled speedup. SMB scaled speedup is determined by the function \( G(N) \), which represents how the change of memory will influence the change of problem size. When the problem size is independent of
the system size, the problem size is fixed, $G(N) = 1$. In this case, SMB scaled speedup is the same as Amdahl’s law, i.e., Eq.(2.16) and Eq.(2.12) are equivalent. The local computation model is one computation model studied in Section 3.2. In the local computation model, when more processors are available, work will be replicated on these available processors. Computation is done locally on each node, and communication between nodes is not required. In this case, when memory is increased $N$ times, the workload also increases $N$ times, i.e., $G(N) = N$. In this case, SMB scaled speedup is the same as Gustafson’s scaled speedup. SMB scaled speedup contains both Amdahl’s law and Gustafson’s scaled speedup as its special cases. For most scientific and engineering applications, the computation requirement increases faster than the memory requirement. For these applications, $\bar{g}(N) > N$ and memory-bounded speedup will likely give a higher speedup than fixed-time speedup.

The proposed scaled speedup formulation, Eq.(2.16), may not be easy to fully understand at first glance. Here we use matrix multiplication to illustrate it. A matrix often represents some discretized continuum. Enlarging the matrix size generally will lead to a more accurate solution for the continuum. For matrices with dimension $n$, the computation requirement of matrix multiplication is $2n^3$ and the memory requirement is $3n^2$ (roughly). Thus,

$$W_N = 2n^3, \quad M = 3n^2.$$  

Writing $W_N$ as a function of $M$, we have

$$W_N = 2 \left( \frac{M}{3} \right)^{\frac{2}{3}}.$$  

This means that

$$W_N = g(M) = 2 \left( \frac{M}{3} \right)^{\frac{2}{3}}, \quad \bar{g}(N) = N^{\frac{2}{3}}. \quad (2.18)$$  

The simplified memory-bounded speedup for global computation will be

$$S^*_N = \frac{W_1 + N^{\frac{2}{3}}W_N}{W_1 + N^{\frac{2}{3}}W_N}. \quad (2.19)$$  

Global computation uses distributed local memories as a large shared memory. All the data is distributed and shared. When these local memories are used locally without sharing, the computation is local computation and $W_N^* = Ng(M)$. This means that $\bar{g} = N$. The speedup is

$$S^*_N = \frac{W_1 + NW_N}{W_1 + W_N},$$
which is Gustafson’s scaled speedup. For matrix multiplication $C = AB$, let $A_i$ be the $i^{th}$ row of $A$, $i = 1, \ldots, n$, and let $B_j$ be the $j^{th}$ column of $B$, $i = 1, \ldots, n$. The local computation and global computation of the matrix multiplication are shown in Figure (2.6) and (2.7), respectively. In global computation, the rows of matrix $A$ are rotated after each row, column multiply.

![Figure 2.6: Matrix Multiplication with Local Computation](image1)

![Figure 2.7: Matrix Multiplication with Global Computation](image2)

We have studied two cases of memory-bounded scaled speedup, global computation and local computation. Most of the applications are some combination of these two computation styles. Data are distributed in one part and duplicated in the other part. The duplication may be required by inherent properties of the given application, or may be added in deliberately to reduce communication. Speedup formulations for these applications depend on the ratio of the global and the local computation. Deriving a speedup formulation for these combined applications is difficult, not only because we are facing a more complicated situation, but also because of the uncertainty of the ratio. The duplicated part might not increase with system size. It might increase, but with a speed which is different from the increasing speed of the global part. Also, an application may start as global computation, but, when the computation power increases, duplication may be added in as a part of the effort for a better solution. In general, $G(N)$ is application dependent. We derive $G(N)$ for a special case as an example. The structure of this derivation can be used as a guideline for general applications.

**Lemma 1** If function $g$ is a semihomomorphism function, $g(cx) = g(c)g(x)$; and $g^{-1}$ exists
and is also a semihomomorphism, \( g^{-1}(cx) = h(c)g^{-1}(x) \) for some function \( h \), then \( \bar{g} \) has an inverse and \( \bar{g}^{-1} = h \).

**Proof:** Since

\[
cy = g[\bar{g}^{-1}(cy)] = g[h(c)g^{-1}(y)] = \bar{g}[h(c)]g[\bar{g}^{-1}(y)] = \bar{g}[h(c)]y,\]

we have

\[
\bar{g}[h(c)] = c \quad \text{for any real number } c \quad (2.20)
\]

Also, since

\[
cy = g^{-1}[g(cy)] = g^{-1}[\bar{g}(c)g(y)] = h[\bar{g}(c)]y,
\]

we have

\[
h[\bar{g}(c)] = c \quad \text{for any real number } c \quad (2.21)
\]

By Eq.(2.20) and Eq.(2.21), the function \( \bar{g} \) has an inverse and \( \bar{g}^{-1} = h \).

\[\square\]

**Theorem 3** Assume \( W = g(M) \) for some semihomomorphism function \( g \), where \( g(cM) = \bar{g}(c)g(M) \), \( g \) inverse exists and is a semihomomorphism. If the workload is scaled up to meet the time limitation with global computation first and the rest of the unused memory space is then used to increase the problem size further with local computation, we have

\[
G(N) = (1 + \bar{g}[1 - \frac{\bar{g}^{-1}(N)}{N}])N. \quad (2.22)
\]

**Proof:** By the fixed-time speedup, after the number of nodes changes from \( 1 \) to \( N \), the parallel portion of work will increase from \( W_N \) to \( NW_N \) (see Figure 2.4). The storage requirement is given by the function \( g^{-1} \). For operation requirement \( NW_N \), the memory requirement is \( g^{-1}(NW_N) = \bar{g}^{-1}(N)g^{-1}(W_N) \).

Let \( M \) represent the size of the memory associated with each node which can be used for parallel processing. Then, when the number of nodes equals \( 1 \), the total memory available is \( M \), which is equal to \( g^{-1}(W_N) \). When the number of nodes equals \( N \), the total memory available changes to \( NM \). We first fix the execution time and increase the problem size to meet the time limitation. After the fixed-time scale up, the unused memory space is the difference between current available memory and current memory requirement, which equals

\[
NM - g^{-1}(NW_N) = NM - \bar{g}^{-1}(N)g^{-1}(W_N) = NM - \bar{g}^{-1}(N)M = (N - \bar{g}^{-1}(N))M.
\]
The unused space at each node is
\[
\frac{[N - \tilde{g}^{-1}(N)]M}{N} = [1 - \frac{\tilde{g}^{-1}(N)}{N}]M.
\]

The problem size can be further scaled by using this unused memory space. The further scaled computation on each node is given by the function \( g \), and it is equal to
\[
g\left(1 - \frac{\tilde{g}^{-1}(N)}{N}\right)M = \bar{g}(1 - \frac{\tilde{g}^{-1}(N)}{N})g(M) = \bar{g}(1 - \frac{\tilde{g}^{-1}(N)}{N})W_N \quad \text{(2.23)}
\]
Therefore, the computation on each node becomes

\[
\text{the original operation on each node + the operation increase on each node}
\]

\[
= W_N + \bar{g}(1 - \frac{\tilde{g}^{-1}(N)}{N})W_N = \left[1 + \bar{g}\left(1 - \frac{\tilde{g}^{-1}(N)}{N}\right)\right]W_N,
\]
and, for the scaled parallel computation \( W_N^* \),

\[
W_N^* = N\left[1 + \bar{g}\left(1 - \frac{\tilde{g}^{-1}(N)}{N}\right)\right]W_N.
\]

Thus, we have

\[
G(N) = N[1 + \bar{g}(1 - \frac{\tilde{g}^{-1}(N)}{N})]. \quad \text{(2.25)}
\]

Figure 2.8 depicts the speedup difference among the fixed-sized model, the fixed-time model and the memory-bounded model. The function, \( \bar{g} \), used in Figure 2.8 is the function for matrix multiplication, \( \bar{g}(N) = N^\frac{2}{3} \). As most matrix computations have the same function \( \bar{g}(N) = N^\frac{2}{3} \), the speedup relation depicted by Figure 2.8 is in general true for a large class of applications.

### 2.4 Comparison Study

It is known that the performance of parallel processing is influenced by the inherent parallelism of the application, by the computation power and by the memory capacity of the parallel computing system. However, how these three factors are related to each other, and how they influence the performance of parallel processing generally is unknown. Discovering
Figure 2.8: Amdahl’s law, Gustafson’s speedup and SMB speedup

where \( W_1 = 0.3 \) and \( \tilde{g}(N) = N^{1/3} \)
the answers to these unknowns is very important for designing efficient parallel algorithms and for constructing high performance parallel systems. In this paper one model of speedup, memory-bounded speedup, is carefully studied. This model is simple, and it contains all of these three factors as its parameters. It shows the degradations and the possible performance gain of parallel computation.

As part of the study on performance, two other models of speedup have also been studied. They are fixed-size speedup and fixed-time speedup. Two sets of speedup formulations have been derived for these two models of speedup and memory-bounded speedup. Formulations in the first set are general speedup formulas. These formulas contain more parameters and provide more accurate information. The second set of formulations only considers a special, simplified case. These formulations give the performance in principle and lead to a better understanding of parallel processing. The simplified fixed-size speedup is Amdahl’s law, the simplified fixed-time speedup is Gustafson’s scaled speedup, and the simplified memory-bounded speedup contains both Amdahl’s law and Gustafson’s speedup as special cases. Amdhal’s law suggests that the sequential portion of the workload will dominate the performance when the number of processors is large. Gustafson’ scaled speedup claims that the influence of the sequential portion is independent of system size. Simplified memory-bounded scaled speedup declares that the sequential fraction will change with the system size. Since the computation requirement increases faster than the memory requirement for most applications, the sequential fraction could be reduced when the number of processors increases.

The three models of speedup, fixed-size speedup, fixed-time speedup and memory-bounded speedup, are based on different viewpoints and are suitable for different classes of applications. Applications exist which do not fit any of the models of speedup, but satisfy some combination of the models.
Chapter 3

PARALLEL COMPUTATION MODELS FOR SCIENTIFIC COMPUTING

With more than one processor operating concurrently, parallel processing enlarges the range of possible performance and makes efficient algorithm design more important. We have studied performance metrics in the previous chapter. In this chapter, we focus on designing parallel algorithms, with emphasis on methodology and analysis.

One of the factors that makes parallel algorithm design difficult is the lack of guidelines. Different applications are rarely related to each other in the design process. Therefore, they have to be handled one by one in an *ad hoc* fashion. The experience of experts hardly benefits general users. In Section 3.1, we propose a representation system, called structured representation, for scientific and engineering applications. With this representation, the similarities between applications become obvious and applications can be compared, classified, and manipulated based on their structures. Developing structured representation is the first step toward the ultimate goal, replacing the *ad hoc* development of parallel applications with a rational methodology based on analysis and measurement.

A parallel algorithm cannot be efficient without considering the architectural aspects of the underlying multiprocessor. This is especially true for multicomputers where communication overhead is a major consideration. Mapping an application onto an architecture is both application dependent and architecture dependent. To lead to a systematic mapping, the basic building blocks of structured representation are identified and studied in Section 3.2. With structured representation, an application can be decomposed into a set of computational models which can be mapped onto the architecture using predefined strategies. We can modify our design by changing certain computation models. In this way, structured design and rethinking become possible. Casual users can develop efficient algorithms based on experts' experience. A general guideline for efficient algorithm design is provided.
3.1 Structured Representation

Parallelism can be achieved by dividing a given application into pieces, called subtasks, and solving these pieces concurrently. Ideally, these subtasks can be solved independently, where the exchange of intermediate result is negligible. Some scientific and engineering applications have this nice, easy parallelism property. For these applications, it is natural to solve each of the subtasks locally on a different processor. This model of computation is called a local computation model.

![Diagram of compute-exchange computation](image)

Figure 3.1: Compute-Exchange Computation

The design of local computation algorithms is straightforward. Unfortunately, most applications do not have this easy parallelism property [1]. For most applications communication is necessary for exchanging data and coordinating activities. Although various asynchronous techniques have been designed to reduce the communication overhead, most communication must be achieved in a synchronous fashion, that is the receiving node must receive the communicated message before continuing. This synchronous communication requirement makes efficient algorithm design very difficult. The load needs to be balanced between synchronization and special care has to be taken to reduce the communication overhead. Figure 3.1 depicts the general parallel computation pattern with synchronous communication considered. It shows that the solving process consists of two phases, compute and data-exchange. These two phases occur alternatively and repetitively, and, therefore, form the compute-exchange computation. The data-exchange phase involves communication between compute phases. The communication patterns vary largely from application to application, and may be represented by a notation. To simplify this notation, we restrict ourselves to certain
classes of communication, which are large enough for our purposes – describing the most frequently used scientific and engineering applications.

A processor sending a message in a communication is called a sender. A processor receiving message in a communication is called a receiver. A processor could be both sender and receiver in a communication. A graph $G(V, E)$ is a structure which consists of a set of vertices $V = \{v_1, v_2, \ldots\}$ and a set of edges $E = \{e_1, e_2, \ldots\}$ [17]. If we let processors in a communication be vertices in a graph and add directed edge $(v, w)$ from $v$ to $w$ if processor $v$ sends a message to processor $w$; a digraph (directed graph) is formed. This digraph is called the communication digraph. Following the notations of graph theory [17], the outdegree of a vertex $v$ is the number of edges which have $v$ as their start-vertex. In other words, the outdegree of a vertex $v$ is equal to the number of destinations that $v$ sends its message to. For this reason we also call the outdegree of a vertex the degree of a sender. The indegree of a vertex and the degree of a receiver are defined similarly. The degree of a receiver is the number of sources from which it receives messages.

**Definition 5** A regular communication is a communication in which all senders have the same degree and all receivers have the same degree.

For a given undirected graph, if for every two vertices $u$ and $v$ there exists a path whose starting vertex is $u$ and whose ending vertex is $v$, then the graph is connected. A connected subgraph $G(V', E')$ is a connected component if there is no other connected subgraph containing $G(V', E')$ as its proper subgraph.

The underlying (undirected) graph of a digraph is the graph resulting from the digraph if the direction of the edges is ignored. A connected component of a digraph is the corresponding subdigraph of the connected component of its underlying graph.

A connected component of the communication digraph is called a pattern of the communication.

**Definition 6** A regular communication is a regular data-exchange if it consists of one or more copies of the same pattern.

By our definition, the communication requirement of a regular data-exchange is given by the number of patterns it contains. The pattern of a communication is described by the number of senders and the number of receivers in this pattern. The complexity of each sender and of each receiver is given by its degree. Thus, a regular data-exchange can be represented using five parameters as
\[ P[S(D), R(d)], \]

where \( P \) is the number of instance of the pattern, \( S \) is the number of senders in each instance of the pattern, and \( D \) is the degree of the senders. Similarly, \( R \) is the number of receivers in each instance of the pattern, and \( d \) is the degree of each receiver. An example of using this notation for presenting communication is given in Figure 3.2. Notation (3.1) describes a communication by five parameters. Since broadcast is not provided in neither first generation nor second generation multicomputers, messages must be sent one at a time. The number of times messages are sent and received is the dominant factor in communication cost. Notation (3.1) indicates the characteristics of a communication. More information may be needed when implementation is considered.

![Multicast Data Exchange](image)

Figure 3.2: Multicast Data Exchange

The second class of data-exchange which we want to identify is called conjunctive regular data-exchange. We use the same five parameters to identify conjunctive regular data-exchange. The difference between regular data-exchange and conjunctive regular data-exchange is that in conjunctive regular data-exchange the patterns are not disjoint, they conjoin one another. Consider two special cases: conjunction at the sender side only and conjunction at the receiver side only. We have two general notations,

\[ P[S(D), R_c(d)], \]

(3.2)

and

\[ P[S_c(D), R(d)], \]

(3.3)
where the subscript, \( c \), points out which side has conjunctions. An example of conjunctive regular data-exchange is given in Figure 3.3, in which the receiver side has conjunction.

![Diagram](image)

**Figure 3.3: Conjunctive Data Exchange**

A graph \( G'(V', E') \) is a partition graph of \( G(V, E) \) if \( G'(V', E') \) is formed by splitting a subset of vertices \( \{v_1, v_2, \ldots, v_n\} \in V \) into two subsets of vertices as \( \{v'_1, v'_2, \ldots, v'_m\} \) and \( \{v''_1, v''_2, \ldots, v''_n\} \), where \( v'_i, v''_i \) are the vertices formed by splitting vertex \( v_i \), and having edges \( (v'_i, v'_j) \) and \( (v''_i, v''_j) \) when edge \( (v_i, v_j) \) exists in graph \( G(V, E) \). These divided vertices are called partition vertices. Figure 3.4 shows two partition graphs of the given graphs. With this terminology, conjunctive regular data-exchange can be defined more mathematically as follows.

**Definition 7** A regular communication is a conjunctive regular data-exchange if one of its partition graphs consists of one or more copies of the same pattern. If all partition vertices are senders, the conjunctive regular data-exchange is a sender conjunctive regular data-exchange. If all partition vertices are receivers, the conjunctive regular data-exchange is a receiver conjunctive regular data-exchange.

Since a regular communication patterns could have more than one partition graph which consists of one or more copies of the same pattern, a conjunctive regular data-exchange could have more than one notation.

Once the data-exchange phase has been identified in an application, we can describe the application in terms of data-exchange. An application might have different data-exchange phases. Writing these data-exchange phases together in order by using the \( \Sigma \) symbol and adding in the compute phases, we have a formula, called a *structured representation*, for each
Case One

Case Two

Figure 3.4: Partitioning of Graphs
application. Figure 3.5 shows how to represent the Fast Fourier Transform (FFT) computation in terms of regular data-exchange. The communication divides the computation into layers. The total computation depends on the number of layers as well as the computation requirement at each layer. \( X_i \) is the computation work on each processor between data-exchange phase \( i - 1 \) and \( i \), if we have even allocation. \( X_i \) is the computation work of the processor which has the largest workload among all the working processors in the compute phase \( i \), if we have uneven allocation. Notice that \( X_i \) is not equal to \( W_i \) which is defined in Chapter 2. \( W_i \) is the total workload with degree of parallelism \( i \).

\[
\sum_{i=1}^{k} (2^{k-i-1}[2(1),2(1)] + X_i) \quad k = \log(N) = 3
\]

Figure 3.5: FFT (Butterfly) Computation
We can see from Figure 3.5 that different communications could have the same data-exchange representation. The reason is that our notation is a high level notation. It provides the communication complexity for the data-exchanges. It does not contain detailed information about how the communication takes place.

We assume that the processors which participate in the data communication also participate in the computation, and the processors which do not participate in the data communication do not participate in the computation. With this assumption, the second application, odd-even cyclic reduction (see Figure 3.6), shows how the structured representation illustrates the uneven allocation degradation. Using the data-exchange information \( P[S(D), R(d)] \) at data-exchange phase \( i \), we can see that there are \( P \times S \) processors working at compute phase \( i - 1 \) and there are \( P \times R \) processors working at compute phase \( i \). If the data-exchange is a conjunctive regular data-exchange, \( P[S_c(D), R(d)] \), the number of working processors at compute phase \( i - 1 \) will be \( P \times (S - 1) + 1 \). These can be confirmed by observing Figure 3.6. Similarly, for conjunctive regular data-exchange \( P[S(D), R_c(d)] \), the number of working processors at compute phase \( i \) will be \( P \times (R - 1) + 1 \). Structured representation provides information about uneven allocation at an abstract level. It provides the number of processors which participate in the computation at each compute phase. It does not provide the workload information for each of the working processors.

Odd-even cyclic reduction is a commonly used method for scientific applications. A well known parallel algorithm for tridiagonal linear systems is based on odd-even cyclic reduction [33]. From Figure 3.6 we can see that the odd-even cyclic reduction application contains two different structures. The upper half of Figure 3.6 is one structure and the lower half is another structure. This is a common phenomenon of scientific applications. Most of the frequently used scientific applications are combinations of a few simple structures, which we call computation models. The information in computation models can be used in general applications. Studying computation models will lead to a general algorithm design guideline for scientific applications. In the next section we will present some of the identified computation models.

### 3.2 Parallel Computation Models

Structured representation is a precise and perspicuous medium to express computation models. With structured representation, computation models can be defined at different levels for different purposes. In our study, we follow the conventional research of parallel paradigms
\[
\sum_{i=1}^{k-1} ((2^{k-i} - 1)[3_{c}(1), 1(3)] + X_i) + \sum_{i=k}^{2(k-1)} (2^{i-k}[1(2), 2(1)] + X_i)
\]

\[ k = \lceil \log(N) \rceil = 4 \]

Figure 3.6: Odd-Even Cyclic Reduction
and define the computation models from a coarse point of view. We identify the computation models based on design techniques, communication patterns, characteristics, sources of degradation, and define them precisely with structured representations.

### 3.2.1 Local Computation Model

Parallelism can be achieved by dividing a given problem into pieces and solving these pieces concurrently. In general, these pieces need to communicate in order to exchange data and coordinate their activates. However sometimes the problem can be divided into almost completely independent subtasks where the exchange of the intermediate results is negligible. Some computational problems have this ideal parallel property. The use of the Local Computation Model is natural in solving these problems on a multicomputer. The characteristic of the local model is asynchrony.

![Figure 3.7: Local Computation Model](image)

Local computation for algorithms with data parallelism can be illustrated by matrix multiplication. Given \( n \times n \) matrices \( A \) and \( B \), we want to compute their product, \( C \). Assuming \( N \) is less than \( n \), we partition matrix \( B \) by columns evenly into \( N \) submatrices \( B_0, B_1, ..., B_{N-1} \). Each node is loaded with one submatrix \( B_i \) \( (i = 0, ..., N-1) \) together with the whole matrix \( A \). The resultant products \( C_i = A \times B_i \) are then obtained on each processor independently. The common input \( A \) shows another characteristic of the local computation model. The processors give different parts of the output, but they may share some input.

The Homotopy method [9] (see also Section 4.3) solves systems of equations by curve tracing. To solve a non-trivial equation \( P(Z) = 0 \), a homotopy function \( H(Z,t) \) is defined as

\[
H(Z,t) = (1 - t)Q(Z) + tP(Z) \quad t \in [0,1]
\]  

(3.4)

It can be seen from Eq.\((3.5)\) that when \( t = 0 \), \( H(Z,0) = Q(Z) \) and when \( t = 1 \), \( H(Z,1) = P(Z) \). Mathematical results have shown that if \( P(Z) \in C^2 \), \( Q(Z) \in C^2 \), then \( P(Z) = 0 \) can be solved by tracing the solution set of the following equation

\[
H(Z,t) = 0,
\]  

(3.5)

i.e., the equation \( P(Z) = 0 \) can be solved by
• solving the equation $Q(Z) = 0$,
• following the solution curves of Eq. (3.5) from $t = 0$ to $t = 1$.

Each solution of $Q(Z)$ will lead to a solution curve of $H(Z, t)$. By broadcasting the homotopy function to each of the processors and by starting them from different solutions of $Q(Z)$, the solution curves of Eq. 3.5 can be traced locally on each processor. There is no communication needed for coordination. The curves are traced by following discrete points. The amount of computation on each point and the points themselves is determined at run time.

The local computation model is a special case of compute-exchange computation where the data-exchange phase does not exist.

### 3.2.2 Global-Exchange Computation Model

In the global-exchange computation model each processor executes a computational phase and then performs a total data-exchange. At each data-exchange phase, each processor sends messages to all the other processors and receives messages from all the other processors. The communication requirement at each data-exchange phase is high. The Jacobi iterative method for solving linear systems is an application which is based on global-exchange computation. The characteristic of global-exchange computation is synchronism. If one processor does not finish its computation in the current compute phase, then no other processor can enter the next compute phase. This synchronization requirement and the high communication overhead make designing efficient algorithms for global-exchange computation applications very difficult. Figure 3.8 depicts the global-exchange computation model and gives the structured representation for this model.

### 3.2.3 Compute-Aggregate-Broadcast Computation Model

*Compute-Aggregate-Broadcast Computation Model (CAB)* was first proposed in [44]. It is composed of three basic phases bearing those names: a compute phase which performs the computation, an aggregation phase which combines local data into one or a few global values, and a broadcast phase which returns global information back to each processor. This model is characterized by synchronism communication. This synchronism requirement may be caused by data dependency or is demanded by global control for better performance. The compute phase varies widely from application to application. For a multicomputer we would like the
compute phase to be dominant. The aggregation phase can be a tree-based computation that combines data from the processors, then produces a single global information, such as the convergent signal for solving PDE problems, or it can be a data gathering communication pattern, in which all the computed results are sent to a special node that processes them and coordinates the next round of computation.

Both the global exchange computation model and the compute-aggregate-broadcast computation model are commonly used for iterative methods. Comparing these two methods, the CAB computation mode has a lower communication requirement. However, also, it has degradations caused by uneven allocation. At some compute phases only one processor works and all the others are idle.

### 3.2.4 Divide-and-Conquer Computation Model

Divide-and-Conquer is a well known technique in sequential algorithm development [7]. In divide-and-conquer computation, a problem is divided into two or more smaller problems. These smaller problems are solved and their results are combined to give the final solution. The Divide-and-Conquer computation model can be divided into two subclasses, Recursive Divide-and-Conquer and Partitioning. Recursive divide-and-conquer uses the smaller
\[ \sum_{i=1}^{k} (X_i + [1(N), N(1)]) + Y_i + [N(1), 1(N)]) \]

Figure 3.9: CAB Computation Model
problems as a smaller instance of the original problem and does the divide and conquer concurrently. We refer to divide-and-conquer in one stage as partitioning. This model is also the basis for several classes of parallel algorithms, including a number of sorting and searching algorithms [48]. In general the recursive divide-and-conquer computation model has two shortcomings for multiprocessors:

1. **Synchronization**: The algorithm requires synchronization at each merge stage.

2. **Degree of Parallelism**: The algorithm has a dynamic degree of parallelism.

\[
\sum_{i=0}^{k-1} (2^i[1(2), 2(1)] + X_i) + \sum_{i=k}^{2k-1} (2^{2k-(i+1)}[2(1), 1(2)] + X_i), \quad k = \log N
\]

**Figure 3.10: Divide-and-Conquer Compute-Exchange Computation**

The following result shows the beauty of recursive divide-and-conquer technique [5].

**Proposition 1** A non-singular triangular linear system \( Ax = b \) can be solved in \( O(\log^2 n) \) time, using \( n^3 \) processors, where \( n \) is the dimension of \( A \).
Proof: It is sufficient to prove that $A^{-1}$ can be found in $O(\log^2 n)$ time with $n^3$ processors.

We partition the matrix $A$ into blocks:

$$A = \begin{bmatrix} A_1 & 0 \\ A_2 & A_3 \end{bmatrix},$$

(3.6)

where $A_1$ is of size $[n/2] \times [n/2]$. Since $A_1$ and $A_3$ are lower triangular matrices. Moreover, it is easily shown that

$$A^{-1} = \begin{bmatrix} A_1^{-1} & 0 \\ -A_3^{-1}A_2A_1^{-1} & A_3^{-1} \end{bmatrix},$$

(3.7)

Based on the above decomposition, we obtain the following algorithm.

Given an $n \times n$ triangular matrix $A$:

1. If $n = 1$, then $A^{-1}$ can be found directly.

2. If $n > 1$, then partition $A$ as indicated above and do the following:

   (a) Find the inverse of $A_1$ and $A_3$ concurrently. (Notice that $A_1$ and $A_3$ are lower triangular matrices, they can be inverted by using the same algorithm recursively.)

   (b) Multiply $A_2$ by $A_3^{-1}$ on the left to obtain $A_3^{-1}A_2$.

   (c) Right-multiply the result of (b) by $A_1^{-1}$.

Both steps (b) and (c) take $O(\log n)$ time using $n^3$ processors. Thus, if $T(n)$ denotes the time required by the algorithm for inverting a matrix of dimensions $n \times n$, we have $T(n) = T([n/2]) + O(\log n)$, which yields $T(n) = O(\log^2 n)$ computation using $n^3$ processors.

The method presented here does not make things simpler than the presumably easier task of solving the system $Ax = b$. Furthermore, if communication overhead is properly taken into account, the time requirement can be much higher than $O(\log^2 n)$ for certain computer architectures. For this reason, and in view of its requirement for a large number of processors, the algorithm is theoretically interesting but impractical. A more practical method will be described later in the pipeline model.

Partition models are more practical than recursive divide-and-conquer models, especially for $N \ll n$. Three partition methods for solving tridiagonal linear systems on multicomputers will be given in Chapter 5.
3.2.5 Domain Decomposition Model

Domain decomposition reduces the original large problem into a set of subproblems through decomposition of the problem domain. This technique was originally developed to reduce overall computation time and storage requirements on sequential machines. However, it becomes much more important in parallel algorithm design. The decomposed subproblems may be independent of each other or may be dependent in some way. The goal of the design is to reduce the dependence of the subproblems in order to achieve maximal parallelism. The domain decomposition model is well suited to the finite difference method for solving PDEs where each subproblem is dependent on a fixed number of others [19], [31].

![Diagram of Domain Decomposition](image)

Figure 3.11: Domain Decomposition Computation Model

One problem faced by domain decomposition is how to partition the domain. In order
to solve Laplace's equation,
\[
\frac{\partial^2 z}{\partial x^2} + \frac{\partial^2 z}{\partial y^2} = 0, \tag{3.8}
\]
by the finite difference method, we decompose the $xy$ domain into subregions and assign one region to each processor. The regions can be chosen either as strips or as rectangles. With strip decomposition, each processor communicates with two neighbors. For rectangular regions, each processor has to communicate with three of four neighbors, but has shorter messages. The optimum decomposition depends on the computation/communication ratio of the underlying machine and the number of grid points in each region. Domain decomposition computation is characterized by easily achieved load balance and by neighboring communication. However, if global convergence checking is adopted for the finite difference method, then global communication is needed.

Problems can also be solved in parallel by decomposing the solution domain. The bisection method for solving eigenvalue and polynomial problems belongs to this category. This kind of decomposition has a different communication pattern. We do not consider them as part of the domain decomposition computation model.

### 3.2.6 Pipeline (Ring) Computation Model

Pipeline (ring) computation increases concurrency by dividing a computation into a number of steps and allowing a number of tasks in various stages to be executed at the same time. Thus the characteristic of this model is that the intermediate result moves in a fixed direction and the final result emerges in the last stage. Communication is automatically overlapped with computation; this is the main advantage of this model [34]. One primary consideration in pipelined computation is to keep the processing speeds of all stages roughly equal. Otherwise, the slowest stage will become the bottleneck of the pipeline. There are two types of pipeline computation models, the functional pipeline model and the data pipeline model. Traditionally, the term pipelining refers to function pipelining. Different stages in the pipeline perform different functions, and, when data flows through the stages, it is modified along the way. In the data pipelining model, processors in the pipeline perform the same function in a synchronous fashion. Back substitution is a well-accepted pipeline paradigm for solving triangular linear systems.

Under the assumption that $A$ is a lower triangular matrix, the $i^{th}$ equation of the system $Ax = b$ is
\[
a_{i1}x_1 + a_{i2}x_2 + \ldots + a_{ii}x_i = b_i. \tag{3.9}
\]
The following parallel version of the back substitution algorithm employs \( n \) processors. Suppose that at the beginning of the \( i^{th} \) stage, the values of the variables \( x_1, ..., x_{i-1} \) and the expressions \( a_{j1}x_1 + ... + a_{ji-i}x_{i-1} \) for each \( j \geq i \), are available. Then the \( i^{th} \) processor evaluates \( x_i \) by solving Eq. (3.9):

\[
    x_i = \frac{1}{a_{ii}}(b_i - a_{i1}x_1 - ... - a_{i,i-1}x_{i-1}).
\] (3.10)

Finally, each processor \( j \), with \( j \geq i+1 \), evaluates the expression \( a_{j1}x_1 + ... + a_{ji}x_i \) by adding \( a_{ji}x_i \) to the previously available expression \( a_{j1}x_1 + ... + a_{ji-1}x_{i-1} \). The algorithm terminates at the end of the \( n^{th} \) stage when all the variables \( x_1, ..., x_n \) have been computed. Clearly, the parallel time required for each stage is constant. Therefore, the total time required by this version of back substitution is \( O(n) \) using \( n \) processors. Here the communication cost is excluded.

Connecting the output of a later stage to the input of an earlier stage of a pipeline model, we get the ring computation model. The ring model is commonly used in iterative methods; wrapped around the pipeline allows successive iteration to continue.

### 3.2.7 Recursive Doubling Computation Model

The best-known example of parallelism is the computation of the summation \( a_0 + a_1 + ... + a_{n-1} \) in \( O(\log n) \) time by \( \frac{n}{2} \) processors. It follows the process of recursive doubling, which consists of the evaluation of subterms of size \( 2^i \) for \( i = 0, ..., \log(\frac{n}{2}) \). Computation of the sums and all the partial sums leads to two different communication patterns. Pattern 1 can be seen as the conquer part of the recursive divide-and-conquer model, known as tree reduction. Pattern 2 is much different (see Figure 3.13); it is called a prefix by some authors. Recursive doubling is applicable to a large number of applications. The following result is due to Kogge and Stone [35].

**Proposition 2** The recursive function

\[
    x_1 = b_1, \quad x_i = f_i(x_{i-1}) = f(b_i, g(a_i, x_{i-1})), \quad 2 \leq i \leq n
\] (3.11)

can be computed by a recursive doubling parallel algorithm in \( O(\log n) \) time, where \( b_i \) and \( a_i \) are arbitrary constants and \( f \) and \( g \) are index-independent functions that satisfy the three restrictions:

1. \( f \) is associative. \( f(x, f(y, z)) = f(f(x, y), z) \).
\[
\sum_{i=1}^{N-1} (i[l(1),1(1)] + Y_i) + \sum_{i=1}^{k} (N([l(1),1(1)] + X_i)
\]

Figure 3.12: Pipelined Computation Model
2. $g$ distributes over $f$.  
\[ g(x, f(y, z)) = f(g(x, y), g(x, z)). \]

3. $g$ is semiassociative, that is, there exists some function $h$ such that 
\[ g(x, g(y, z)) = g(h(x, y), z). \]

A large number of linear recursive functions can be reduced to the above form by using a matrix representation. However, this reduction very often increases the sequential computation count. Functions suitable for recursive doubling are given in [57].

**Proposition 3** The LU decomposition of an $n \times n$ tridiagonal linear system can be computed in $O(\log n)$ time, using $n$ processors.

**Proof:** Let $A$ be a tridiagonal matrix of order $n$

\[
A = \begin{bmatrix}
  b_0 & c_0 \\
  a_1 & b_1 & c_1 \\
  & \ddots & \ddots & \ddots \\
  & & a_{n-2} & b_{n-2} & c_{n-2} \\
  & & & a_{n-1} & b_{n-1}
\end{bmatrix}.
\]  

When $A = LU$ and $L$ is chosen to have its diagonal elements equal to unity, the matrices $L$ and $U$ take the forms

\[
L = \begin{bmatrix}
  1 & & & & \\
  & 1 & & & \\
  & m_1 & 1 & & \\
  & & \ddots & \ddots & \ddots \\
  & & & m_{n-2} & 1 \\
  & & & & m_{n-1} & 1
\end{bmatrix}, \quad U = \begin{bmatrix}
  u_0 & c_0 \\
  u_1 & c_1 \\
  & u_2 & \ddots & \ddots \\
  & & \ddots & \ddots & \ddots \\
  & & & & u_{n-2} & c_{n-2} \\
  & & & & & u_{n-1}
\end{bmatrix}.
\]

Note that the superdiagonal elements of $U$ are identical to those of $A$. Thus we only need to compute $m_i$ and $u_i$ to obtain this factorization. Observing the equation $A = LU$, we can find the recursive relation:

\[
\begin{align*}
  u_0 &= b_0, \\
  u_i &= b_i - a_i \frac{c_{i-1}}{u_{i-1}}, \\
  m_i &= \frac{a_i}{u_{i-1}}, \quad 1 \leq i \leq n
\end{align*}
\]  

(3.13)

To solve for $u_i$ and $m_i$ in parallel, Stone introduced the quantities $q_i$ ($-1 \leq i \leq n$), that satisfy the recurrence equations

\[
q_{-1} = 1, \quad q_0 = b_0, \quad q_i = b_i q_{i-1} - a_i c_{i-1} q_{i-2}.
\]  

(3.14)
Let \( u_i = \frac{q_i}{q_{i-1}} \) for \( i \geq 0 \) and write equation (3.14) into matrix form:

\[
\begin{bmatrix}
q_i \\
q_{i-1}
\end{bmatrix} =
\begin{bmatrix}
b_i & -a_i c_{i-1} \\
1 & 0
\end{bmatrix}
\begin{bmatrix}
q_{i-1} \\
q_{i-2}
\end{bmatrix}
\]

(3.15)

or

\[
Q_i = B_i Q_{i-1}
\]

\( 1 \leq i \leq n - 1 \) \hspace{1cm} (3.16)

where \( q_{-1} = 0, \quad q_1 = b_1 \). In this form all \( Q_i \) \((1 \leq i \leq n - 1)\) can be expressed in terms of \( Q_0 \):

\[
Q_{i+1} = B_i B_{i-1} \ldots B_1 B_0 Q_0, \quad i = 1, 2, \ldots, n - 1.
\]

(3.17)

Thus each \( Q_i \) can be computed by evaluating the product of \( 2 \times 2 \) matrices in parallel, and it is not necessary to compute \( Q_i \) only after \( Q_{i-1} \) has been computed. Figure 3.13 indicates the computation and communication process for \( n=8 \). \( \Box \)

In the hypercube connection topology, the communication pattern shown in Figure 3.13 can be mapped such that the dilation cost is no greater than 2 [33]. This means that the communication is either neighboring communication or passing through one intermediate node.

### 3.3 Application Considerations

We have identified seven computation models for parallel computing. They are local computation model, global-exchange computation model, compute-aggregate-broadcast computation model, divide-and-conquer computation model, domain decomposition computation model, pipelined computation model and recursive doubling computation model. We have found that various scientific applications are combinations of these models. Most of the examples given in this chapter are simple applications. Complicated applications may involve more than one computation model. For designing efficient parallel algorithms we have to understand the problem under consideration, which includes understanding the given application, the applied mathematical method and understanding the underlying computer architecture. The computation model concept provides a way to gain an insightful view and understand the relation between applications and architectures. Based on the performance information of computation models, parallel algorithms may be deliberately switched from one model to another to achieve better performance.

The performance of computation models is problem dependent as well as machine dependent. It depends on the topology, the switching technique and the routing scheme of
\[
\sum_{i=0}^{k-1} ((2^k - 2^i)[1(1),1(1)] + X_i) \quad k = \log N
\]

Figure 3.13: Recursive Doubling Computation Model
the underlying multicomputer. Topology determines which nodes are directly connected by physic links. Hypercube is the popular topology for first generation multicomputers. 2-D mesh topology has become a strong alternative to hypercube in second generation multicomputers. The switching techniques determine how two non-adjacent nodes communicate. First generation multicomputers adopted the store-and-forward switching technique, while second generation multicomputers use the circuit-switching or the wormhole routing switching technique. The routing scheme decides the sequence of channels (called paths) used for communication between any pair of nodes. In first generation multicomputers, the routing scheme is the shortest path. In second generation multicomputers, the fixed path routing scheme is used. Different multicomputers may adopt different topologies, switching techniques and routing schemes. Performance considerations for different multicomputers may be different. Computation models should be studied on different multicomputers. Most of my experience is on a first generation NCUBE multicomputer. It is a hypercube multicomputer with store-and-forward switching and shortest path routing.
Chapter 4

APPLICATION-DRIVEN ALGORITHM DESIGN

Designing efficient parallel algorithms is difficult. The structured representation and computation model concept provide a guideline for efficient algorithm design. With structured representation, structured rethinking becomes possible. The bottlenecks of an algorithm will be easier to find and high parallelism will be easier to explore. The performance information of the computation models will suggest which structure is better for a given multicomputer. Therefore, structured design becomes possible. We have used structured representation and computation models on several applications. These applications include solving electrical power flow problem, solving tridiagonal linear systems and solving dense linear systems. The first application is one of the most important problems in the electrical power field. The second application is a fundamental problem of scientific computing.

The structured representation and computation model concept helps us in changing our design from one structure to another. For solving the power flow problem, we started with a local computation design, and changed to a global-exchange computation design. After studying the structure of the global-exchange algorithm, we adopted a compute-aggregate-broadcast design which gives the best performance [59]. The algorithm design for the power flow application is mainly influenced by the chosen mathematical method, the homotopy method. This kind of algorithm design is called application-driven algorithm design. We also developed three algorithms for solving tridiagonal systems. They are all based on the same matrix modification formula. The algorithm design for solving tridiagonal systems is mainly influenced by the topology of the underlying multicomputer [60]. This kind of algorithm design is called architecture-driven algorithm design. Some of the design changes which we have made are only suitable for the hypercube topology. More information concerning the power flow application can be found in the rest of this chapter and a detailed study of solving tridiagonal systems can be found in the next chapter.
4.1 Preliminary

Determining steady state solutions of large-scale interconnected power systems is by far one of the most important problems facing theoretical as well as applied researchers in the field. It has been formulated mathematically [61] and commonly referred to as the power flow, or load flow, problem. The most frequent and acceptable numerical procedures for finding solutions to the load flow problem are variants of the Newton method. It is well known, however, that the Newton method does not always converge to a solution, and if it does, there is no guarantee that it would find all possible solutions to the load flow problem. The Newton method is a local algorithm because it depends on the initial guess and, therefore, it is dependent on the type of nonlinearity of the governing equations, i.e., the load flow equations.

Our work aims at solving the load flow problem using the globally convergent probability-one homotopy method originally proposed in [9]. The homotopy method has been shown to have the following distinct features [52], [45], [51], [10], [37], [38]. First, numerical computation of the homotopy method can be systematically implemented. Second, the homotopy method is globally convergent, i.e., one may choose any initial guesses and the homotopy method is guaranteed to converge to all solutions with probability one. However, for solving large-scale load flow problems, the computation requirements of the homotopy method increases exponentially. The exponential increasing of computation requirements is the case for most scientific and engineering applications. Large-scale scientific computing is one of the major driving forces behind parallel computation, but the move into parallel territory requires new conceptual strategies for formulating a problem, and new algorithms to shape the problem for parallel computers. This implies that a brute-force approach to solving a large-scale problem, such as the load flow of power systems, on parallel computers does not render the problem tractable.

The power flow problem is a good example for illustrating the design process of large scale scientific computing and how the structured representation and computation model concept can be used to help the design. The design process of the power flow application consists of four parts – finding an appropriate mathematical model for the application, choosing a suitable numerical method to solve this model, modifying the mathematical method to reduce the computation, and changing the algorithm design to achieve high performance.
4.2 Power Flow Application

The power flow, or load flow, problem has been modeled on the sinusoidal steady state nodal analysis of circuit theory. Figure 4.1 depicts the general model of a power system. It consists of three main components: generators (suppliers), loads (consumers), and a transmission network that connects generators and loads. Consumers demand electrical power to be supplied. Suppliers generate the power and transmit the power to the consumers. The demand changes with time. The suppliers, therefore, have to vary their production to fit the demand. Changing supply according to demand is done not only for economic reasons, but, more importantly, for safety considerations. In order to operate a power system safely, power generation must satisfy a set of inequality constraints. A solution which satisfies this set of constraints is called a steady state solution. The power flow problem is a matter of determining the steady state solutions.

Let the power system have \( N+1 \) buses or nodes with a voltage reference (or datum). Let the load buses be subscripted from 1 to \( N_L \), and let the generator buses be subscripted from \( N_L+1 \) to \( N \). We choose to subscript the slack bus by 0 and denote the \( N \times N \) node or bus complex admittance matrix by \([Y]\), where its \( ki^{th} \) component is \( y_{ki} = G_{ki} + jB_{ki} \) (\( j = \sqrt{-1} \)). Let \( E_k \) denote the complex voltage of bus \( k \). In polar coordinates it is
\[ E_k = V_k e^{j\Theta_k}, \]  \hspace{1cm} (4.1)

where \( V_k \) represents its voltage amplitude and \( \Theta_k \) represents its phase angle. In rectangular coordinates, it becomes

\[ E_k = V_k \cos \Theta_k + jV_k \sin \Theta_k = X_k + jY_k, \]  \hspace{1cm} (4.2)

where \( X_k \) represents the real part of the complex voltage \( E_k \) and \( Y_k \) represents its imaginary part. Let \( S_k = p_k + jq_k \) be the complex injected power at node \( k \), then the injected complex power balance equation may be written as

\[ [E^*] [Y] E - S^* = 0 \]  \hspace{1cm} (4.3)

or

\[ E_k \sum_{i=0}^{N} y_{ki}^* E_i^* + E_k^* \sum_{i=0}^{N} y_{ki} E_i - 2P_k = 0, \quad k = 1, 2, ..., N \]  \hspace{1cm} (4.4)

\[ E_k \sum_{i=0}^{N} y_{ki}^* E_i^* - E_k^* \sum_{i=0}^{N} y_{ki} E_i - 2jQ_k = 0, \quad k = 1, 2, ..., N_L \]  \hspace{1cm} (4.5)

\[ E_k E_k^* - V_k^2 = 0, \quad k = N_{L+1}, ..., N, \]  \hspace{1cm} (4.6)

where the superscript \( * \) denotes the complex conjugate.

The above system of equations is a polynomial system. They are the full load equations in complex form. The full load equations can be represented in other forms. They can be written in rectangular coordinates as,

\[ \sum_{i=0}^{N} [G_{ki}(X_k X_i + Y_k Y_i) + B_{ki}(X_i Y_k - X_k Y_i)] - P_k = 0, \quad k = 1, 2, ..., N \]  \hspace{1cm} (4.7)

\[ X_k^2 + Y_k^2 - V_k^2 = 0, \quad k = 1, 2, ..., N_L \]  \hspace{1cm} (4.8)

\[ \sum_{i=0}^{N} [G_{ki}(X_i Y_k - X_k Y_i) - B_{ki}(X_i X_k + Y_k Y_i)] - Q_k = 0, \quad k = N_{L+1}, ..., N. \]  \hspace{1cm} (4.9)

Or, it can be written in equivalent rectangular coordinate equations as

\[ X_k \sum_{i=0}^{N} (G_{ki} X_i - B_{ki} Y_i) + Y_k \sum_{i=0}^{N} (B_{ki} X_i + G_{ki} Y_i) - P_k = 0, \quad k = 1, 2, ..., N \]  \hspace{1cm} (4.10)

\[ X_k^2 + Y_k^2 - V_k^2 = 0, \quad k = 1, 2, ..., N_L \]  \hspace{1cm} (4.11)

\[ Y_k \sum_{i=0}^{N} (G_{ki} X_i - B_{ki} Y_i) - X_k \sum_{i=0}^{N} (B_{ki} X_i + G_{ki} Y_i) - Q_k = 0, \quad k = N_{L+1}, ..., N. \]  \hspace{1cm} (4.12)
where the additional equations (4.8) and (4.11) represent the constraints on the amplitude of the voltage of the PV-buses.

The full load equations also can be represented in terms of trigonometric functions, called standard power flow equations, as

\[
\sum_{i=0}^{N} V_i V_i (G_{ki} \cos \Theta_{ki} + B_{ki} \sin \Theta_{ki}) - P_k = 0, \quad k = 1, 2, ..., N
\]

(4.13)

\[
\sum_{i=0}^{N} V_i V_i (G_{ki} \sin \Theta_{ki} - B_{ki} \cos \Theta_{ki}) - Q_k = 0, \quad k = N_{L+1}, ..., N.
\]

(4.14)

There are three types of buses in a power system network:

1. PQ bus: a bus where the real and reactive powers are specified.

2. PV bus: a bus where the real power and the voltage amplitude are specified.

3. A Slack bus: a fictitious concept whereby one of the generator buses has only its complex voltage specified. One purpose of this bus is to guarantee that the total power injection into the network equals the total power consumed.

It is conventional to model loads as PQ-buses, one generator as a slack bus, and the rest of the generators as PV buses, as depicted in Figure 4.1. With some assumptions, two simplified models are also proposed for power flow problems [51], which can be used to obtain approximate solutions with reduced computation.

### 4.3 Homotopy Method

The homotopy method [9] (see Section 3.2.1) is able to find all the complex roots of a system of polynomials with probability one. Let \( P(x) = 0 \) denote a system of \( n \) equations in \( n \) unknowns.

\[
P(Z) = \begin{bmatrix}
P_1(z_1, z_2, ..., z_n) \\
P_2(z_1, z_2, ..., z_n) \\
... \\
P_n(z_1, z_2, ..., z_n)
\end{bmatrix} = 0,
\]

(4.15)

where \( Z \) is an \( n \)-dimensional complex vector \((z_1, ..., z_n)\). The homotopy method solves this system by solving a trivial system
\[ Q(Z) = 0, \]  
\[ (4.16) \]

and then follows the solution curves of

\[ H(Z, t) = (1 - t)Q(Z) + tP(Z) = 0, \]  
\[ (4.17) \]

from \( t = 0 \) to \( t = 1 \). If \( Q(Z) = 0 \) is chosen correctly, the following properties hold [39]:

- **Triviality**
  The solutions of \( Q(Z) = 0 \) are known.

- **Smoothness**
  The solution set of \( H(Z, t) = 0 \) for \( 0 \leq t < 1 \) consists of a finite number of smooth paths, each parameterized by \( t \) in \([0,1]\).

- **Accessibility**
  Every isolated solution of \( H(Z, 1) = P(Z) = 0 \) is reached by some path originating at \( t = 0 \). It follows that this path starts at a solution of \( H(Z, 0) = Q(Z) = 0 \).

Let the degree of \( P_i \) be \( d_i \) for \( 1 \leq i \leq n \). In general, Eq. (4.15) has at most \( d = d_1 \times d_2 \times \ldots \times d_n \) isolated roots. It has been proven [9] with random complex numbers \( b_1, b_2, \ldots, b_n \) that

\[
Q(Z) = \begin{bmatrix}
  x_1^{d_1} - b_1 \\
  \vdots \\
  x_n^{d_n} - b_n
\end{bmatrix} = 0
\]

(4.18)

can be used to find all the solutions of (4.15) by tracing the solution curves of equation (4.17) from \( t = 0 \) to \( t = 1 \) with probability 1. The robustness, stability, and accuracy properties of the homotopy method make it the best known choice for power flow problems.

The number \( d = 2 \times 2 \times \ldots \times 2 \) gives the upper bound of the possible solutions of the power load system (4.4)-(4.6). In practice, power flow systems have many fewer less solutions than this upper bound. Many of the homotopy curves cannot reach \( t=1 \), because they go to infinity when they approach \( t=1 \) (see Figure 4.2). These divergent curves generally require more computation than convergent curves and consume most of the computation time. Not only does the system of equations (4.4)-(4.6) have many fewer solutions than the upper bound, but also, in practical consequences, the majority of polynomial systems have the same property. These kinds of systems are called deficient by Li et al. [37] and called \( m \)-homogeneous by Morgan and Sommese [43].
Based on [43], we conclude that equation (4.17) is 2-homogeneous and, instead of $2^N$ solutions, it has at most $[N : 2N]$ (i.e., $N$ out of $2N$) solutions. The following modified initial function is proposed to trace the $[N : 2N]$ possible solutions, and the correctness of the function is followed by the theoretical results of the general deficient and $m$-homogeneous systems [37] [51]. For the general complex form (4.4) - (4.6), the initial polynomial system is chosen as

$$Q(Z) = \begin{bmatrix} (E_k + \alpha_k)(\sum_{i=1}^{N} y_{ki}E_i^* + \beta_k), & k = 1, 2, ..., N, \\ (\sum_{i=1}^{N} y_{ki}E_k + \alpha_{N+k})(E_k^* + \beta_{N+k}), & k = 1, 2, ..., N_L, \\ (E_k + \alpha_{N+N_L+k})(E_k^* + \beta_{N+N_L+k}), & k = N_L+1, ..., N \end{bmatrix}$$

(4.19)

where $\alpha_i, \beta_i, i = 1, ..., 2N$ are random complex scalars. For “almost all” $(\alpha_1, ..., \alpha_{2N}) \in \mathbb{C}^{2N}$, $(\beta_1, ..., \beta_{2N}) \in \mathbb{C}^{2N}$, Eq. (4.19) has $[N : 2N]$ solutions. The equations of the polynomial system $Q(Z)$ are products of linear equations. $Q(Z)$ is easy to solve. It has $[N : 2N]$ distinct complex roots and all the solutions of equations (4.4) - (4.6) can be obtained by tracing the solutions curves of equation (4.17).

With the specified initial system of equations (4.19), the computation time has been reduced considerably. That is one reason for choosing the complex full flowed model for our study.

### 4.4 Implementation Issues and Results

With the homotopy method, the solution process for system (4.4) - (4.6) is the process of curve tracing. We need to trace the solution curves, which are also called homotopy curves, of the homotopy function (4.17), starting from $t = 0$ and gradually increasing $t$ until it becomes $1$. Let $t_0, t_1, ..., t_k$ be the set of sampling instants, where $t_0 = 0$ and $t_k = 1$. Define $s_i = t_i - t_{i-1}$ as the stepping distance from $t_{i-1}$ to the next sampling instant $t_i$ for $1 \leq i \leq k$. Given $Z_j(t_{i-1})$, we have to solve $Z_j(t_i)$ for $t_i = t_{i-1} + s_i$. Several different techniques, such as Newton’s iterative method, the ODE-based method, and normal flow method [63] may be used for the curve tracing. Theoretically, all the homotopy curves can be traced concurrently and independently. Therefore, the power flow problem is readily solved by the local computation model.

Though homotopy curves have been proven disjoint, it is possible that one curve merges to another curve [8] in the numerical implementation of curve tracing. This curve merging will lead to the occurrence of curve missing, and consequently, solutions being missed. The stepping distances have to be very small to reduce the possibility of curve merging. Small
stepping distances increase the computation time significantly. The performance of the local computation approach is not very encouraging.

![Diagram](image)

**Figure 4.2: The Homotopy Method**

To reduce the computation cost of curve tracing, we adopt a dynamic stepping strategy [10]. Run time information is used to adjust the stepping distance to make it relatively large. A predictor-corrector method is adopted for curve tracing. This curve tracing method contains two steps, first predict the value \( Z(t_1) \) based on the value and derivative at \( t_{i-1} \), then use Newton’s iterative method to correct the predicted value until it satisfies Eq. (4.17). If after a certain number (threshold) of iterations, the predicted value does not converge to a solution of equation (4.17), we say the tracing at \( t_{i-1} \) has failed. When this occurs, the stepping distance \( s_i = t_i - t_{i-1} \) is reduced and the procedure is repeated. If the predicted value converges to a solution within the threshold, the tracing is successful. The stepping distance is increased for the next step. The iteration threshold is an important parameter for the dynamic curve tracing method. Curve merging checks are also performed. We introduce a series of \( c \) merge checking instants, \( 0 = t_0 < t_1^* < t_2^* < \ldots < t_c^* < 1 \), where these \( c \) merge
checking instants are a subset of the sampling instants. Note that tracing different homotopy curves dynamically may lead to different sets of sampling instants and a different number of sampling instants, \( k \). However, for the purpose of merge checking, these \( c \) merge checking instants must be included in any set of sampling instants.

![Figure 4.3: Global-Exchange Model for Merge Checking](image)

Merge checking requires global information. Communication becomes unavoidable at merge checking instants. This communication requirement changes our computation from a local computation to a compute-exchange computation. Initially, this compute-exchange computation is implemented in a synchronous fashion, which corresponds to the global-exchange computation model (see Figure 4.3). All the nodes synchronize at merge checking instants, and merge sort is used at these points to sort the intermediate values \( Z(t_i^*) \). If more than one curve has the same value, curve merging has occurred. The merged curves will then be retraced from \( t_{i-1}^* \) with a more conservative iteration threshold. With the merge checking strategy, the stepping distance can be relatively large. If only a few retracings have been done, performance should be improved. This is true when the synchronous merge checking algorithm is implemented with a single processor. However, with more processors, the merge checking algorithm does not show any superiority over conservative tracing without merge checking. To analyze degradations of parallelism we use the notation introduced in Chapter 3 to write down the synchronous merge checking algorithm. With eight processors, it is
\[ X_{c+1} + \sum_{i=1}^{c} ([8(8), 8(8)] + X_{i}), \]  

(4.20)

when no curve merging happens. When curve merging does occur at \( j \) of the \( c \) merge checking points, it becomes

\[ X_{c+1} + \sum_{i=1}^{c+j} ([8(8), 8(8)] + X_{i}), \]  

(4.21)

where \( X_{i} \) is the workload of the node with the heaviest load during the two contiguous synchronization. Note that we use dynamic stepping. Each curve, depending on its shape, may require a different number of sampling instances from \( t_{i-1}^{*} \) to \( t_{i}^{*} \). \( X_{i} \) is the workload of the curve with the biggest number of sampling instances between \( t_{i-1}^{*} \) and \( t_{i}^{*} \). Equations (4.20) and (4.21) also show that when curve merging occurs, some nodes are busy doing re-tracing while all the others are waiting. This reveals that the load is not balanced between synchronization, and that curve re-tracing makes the load imbalance even worse.

![Figure 4.4: Compute-Aggregate-Broadcast Model for Merge Checking](image)

To overcome load imbalancing, the algorithm is redesigned to be asynchronous (see Figure 4.4). We choose one node as the checking node. All the other nodes work as the computing nodes. Computing nodes do the curve tracing and send the computed value at \( t_{i}^{*} \) to the checking node. The checking node does the merge checking. When curve merging
Method A: 1 iteration and without merge checking
Method B: 1 iteration and merge checking
Method C: 2 iteration and merge checking
Method D: 3 iteration and merge checking
Method E: 4 iteration and merge checking
Method F: 5 iteration and merge checking

Figure 4.5: Speedup Versus Different Number of Processors
is found, it sends a message to the corresponding nodes with the needed information. These corresponding nodes will do retracing, while the others continue. Since the load is imbalance between each pair of merge checking instants, each node arrives at the merge checking point at a different time and the contention for the checking node is negligible (if the number of available processors is not very large). The checking node collects and broadcasts data. The computation becomes a compute-aggregate-broadcast computation. The asynchronous compute-aggregate-broadcast algorithm was implemented on a 64-node NCUBE multicomputer with different iteration thresholds. The results of the implementation are shown in Figure 4.5. Method A is based on the conservative local computation approach. Method B to method F are based on the compute-aggregate-broadcast approach with different iteration thresholds. It is very interesting to find out that the iteration threshold used for convergence check has a significant impact on the system performance. When the iteration threshold is very small, a divergence may occur to imply the need of a smaller stepping interval. When the number of iterations is large, a convergence may be resulted from the merging to another curve. In our experiments, method D caused three retracing computations; whereas, method E and method F caused 20 and 40 retracing computations, respectively.

In our implementation, two merge-checking points, 0.1 and 0.96 were selected. For three and four merge-checking points, we obtained very similar results as in Figure 4.5. The optimal iteration threshold is apparently problem-dependent. Choosing an appropriate iteration threshold is important. We can see from Figure 4.5 that method D, where the iteration threshold is equal to 3, achieves a better performance than other methods. The speedup used in Figure 4.5 is the relative speedup.
Chapter 5
ARCHITECTURE-DRIVEN ALGORITHM DESIGN

In this chapter we study another application, solving tridiagonal linear systems, and show how machine architecture will influence the algorithm design. We are interested in solving the following tridiagonal linear system of equations

\[ Ax = d, \]  

where \( A \) is a tridiagonal matrix of order \( n \),

\[ A = \begin{bmatrix} b_0 & c_0 & & & \\ a_1 & b_1 & c_1 & & \\ & \ddots & \ddots & \ddots & \\ & & a_{n-2} & b_{n-2} & c_{n-2} \\ & & & a_{n-1} & b_{n-1} \end{bmatrix}. \]  

\( x = (x_0, \ldots, x_{n-1})^T \) and \( d = (d_0, \ldots, d_{n-1})^T \). We assume that \( A, x, \) and \( d \) have real coefficients. Extension to the complex case is straightforward.

Solving tridiagonal linear systems is one of the most important problems in scientific computing. It is involved in the solution of differential equations and in various other areas of science and engineering. Sequential algorithms for solving Eq. (5.1) have been well studied [13]. A variety of methods have been developed for solving Eq. (5.1) on parallel computers. A good survey of these methods can be found in [24], [33], [32], [47]. Among them, the recursive doubling method (RCD) developed by Stone [56] and the cyclic reduction or odd-even reduction method (OER) developed by Hockney [27] are able to solve Eq. (5.1) in \( O(\log n) \) time using \( n \) processors. However, both methods will fail if pivoting is required. In a realistic parallel processing environment, the number of processors, \( N \), is less, or much less, than the dimension of the matrix, \( n \). Wang's partition algorithm [62] is a relatively new method which is designed for a practical parallel environment, where \( N \) is less than \( n \). However, it has some inherent sequential properties to remove the "fill-ins". More recently, a parallel prefix (PP) method developed by Egcioglu, Koc and Laub [16] modifies the RCD method to be applied to a limited number of processors, i.e., \( N < n \). While the OER
algorithm is a popular choice for vector machines, the RCD algorithm is a good candidate for multicomputers.

Three parallel algorithms are presented in this thesis. All these algorithms are developed based on a novel matrix partitioning technique which partition the \( n \times n \) tridiagonal matrix \( A \) into \( N \) tridiagonal submatrices. This matrix partitioning technique requires solving a small \( 2(N - 1) \times 2(N - 1) \) tridiagonal system. The parallel partition \( LU \) (PPT) algorithm solves this small tridiagonal system in a single processor. If \( N \) is small, the parallel partition global-exchange (PPG) algorithm solves this small tridiagonal system in every processor redundantly to reduce the communication overhead. If \( N \) is large, the solving of this small tridiagonal system can be performed in parallel. This algorithm is called the parallel partition hybrid (PPH) algorithm. In many applications, the tridiagonal matrix \( A \) is evenly diagonal dominant. In this case half of the off-diagonal elements of the small \( 2(N - 1) \) dimensional matrix tend to zero exponentially. A fast and highly parallel algorithm, namely the parallel diagonal dominant (PDD) algorithm, is proposed in [60]. We proved that the PDD algorithm provides an approximate solution that is equal to the exact solution within the machine accuracy when \( n/N \gg 1 \). The PDD algorithm is a fast algorithm for a special case. We will not study the PDD algorithm in this chapter.

Communication mechanisms have a great impact on the performance of multicomputers. Thus, the communication pattern of parallel algorithms should be carefully designed to reduce the communication complexity. The communication consideration may lead to design modification. In this study, the algorithms are evaluated based on both computation and communication complexities.

### 5.1 Linear Tridiagonal Solvers

Two known methods will be used in our algorithms. For completeness, they are briefly presented in this section.

#### 5.1.1 The LU Decomposition Method

The LU decomposition method is also called the Gaussian elimination method without pivoting. The LUP decomposition method is the Gaussian elimination method with pivoting. They are the most commonly accepted sequential algorithms and are used in the linear system package, LINPACK [13]. The pivoting referred to in this paper is partial pivoting. The LINPACK routine SGTSL solves Eq. (5.1) using the LUP decomposition method.
The algorithm first factors the matrix \( A \) into a product form
\[
A = LU \quad \text{(or } PA = LU \text{ when pivoting is involved),}
\]
where \( L \) and \( U \) are lower and upper triangular matrices and \( P \) is the product of all of the row permutations. Then \( Ax = d \) (or \( PAx = Pd \)) can be solved by solving both
\[
Ly = d \quad \text{(or } Ly = Pd) \quad \text{and } \quad Ux = y.
\]

It can be easily verified that the LU and LU\( P \) algorithms can solve Eq. (5.1) in \( 8n - 7 \) and \( 11n - 12 \) arithmetic operations for the non-pivoting and pivoting cases, respectively.

### 5.1.2 The Parallel Prefix Method

The RCD method uses \( O(\log n) \) parallel computation time to solve Eq. (5.1) on a parallel computer with \( n \) processors (see Section 3.2). The PP method [16] modifies the RCD method for \( N \) processors, where \( N < n \).

Equation (5.1) can be written as
\[
a_ix_{i-1} + b_ix_i + c_ix_{i+1} = d_i, \quad 0 \leq i \leq n - 1,
\]
where \( x_{-1} = x_n = 0 \). Solving for \( x_{i+1} \), we have
\[
x_{i+1} = \left( -\frac{b_i}{c_i} \right)x_i + \left( \frac{a_i}{c_i} \right)x_{i-1} + \left( \frac{d_i}{c_i} \right) = \alpha_ix_i + \beta_ix_{i-1} + \gamma_i.
\]
Here \( c_i \neq 0 \) is assumed. Equation (5.6) can be written in matrix form as
\[
\begin{bmatrix}
x_{i+1} \\
x_i \\
1
\end{bmatrix}
= \begin{bmatrix}
\alpha_i & \beta_i & \gamma_i \\
1 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
x_i \\
x_{i-1} \\
1
\end{bmatrix}
\]

Define
\[
X_{i+1} = \begin{bmatrix}
x_{i+1} \\
x_i \\
1
\end{bmatrix}
\quad \text{with } x_{-1} = x_n = 0,
\]
and
\[
B_i = \begin{bmatrix}
\alpha_i & \beta_i & \gamma_i \\
1 & 0 & 0 \\
0 & 0 & 1
\end{bmatrix}
\]
Equation (5.6) becomes

\[ X_{i+1} = B_i X_i , \quad 0 \leq i \leq n - 1 , \]

(5.10)

and \( X_i \) (\( 1 \leq i \leq n \)) can be expressed in terms of \( X_0 \) as

\[ X_i = B_{i-1} B_{i-2} \ldots B_1 B_0 X_0 , \quad 1 \leq i \leq n . \]

(5.11)

Now solving Eq. (5.1) reduces to finding the partial products of matrices \( B_i \) for \( 0 \leq i \leq n - 1 \). If \( N < n \), evenly distribute matrices \( B_i \) to \( N \) processors, perform sequential matrix multiplication on each processor, then use the prefix method on \( N \) processors. There are \((\log N) + 1\) parallel communication steps for implementing the prefix method with \( N \) processors.

Let \( C^j_i = B_i B_{i+1} \ldots B_j \). Then \( C^j_i \) is a \( 3 \times 3 \) matrix. Since the last row of \( C^j_i \) always equals \([0,0,1]\), only six entries of \( C^j_i \) need to be transferred at each parallel communication. Parallel recursive doubling computation can be used to obtain all the partial matrix products. The actual communication complexity of the PP method depends on the mapping of computation units to processors, the interconnection topology of the multicomputer, and the underlying communication mechanism. In the case of the hypercube topology, the communication pattern shown in Figure (3.13) can be mapped such that the dilation cost is no greater than 2 [33].

### 5.1.3 A Novel Matrix Partitioning Technique

Our parallel algorithms are based on the divide and conquer model of parallel computation. In the divide part, matrix \( A \) is partitioned into submatrices. For convenience we assume that \( n = Nm \). Matrix \( A \) in Eq. (5.1) can be written as

\[ A = \hat{A} + \Delta A , \]

(5.12)

where the submatrices, \( A_i \) (\( i = 0, \ldots, N - 1 \)), are \( m \times m \) tridiagonal matrices. Let \( \epsilon_i \) be a column vector with its \( i^{th} \) (\( 0 \leq i \leq n - 1 \)) element being 1 and all the other entries being zero. We have
\[ \hat{A} = \begin{bmatrix} \hat{A}_0 & a \hat{A}_1 & \cdots & a \hat{A}_{N-1} \\ \end{bmatrix} \]

\[ \Delta A = \begin{bmatrix} \epsilon_{m-1} & c_{m-1} & \cdots & c_{(N-1)m-1} \\ \end{bmatrix} = V \epsilon_T, \]

where both \( V \) and \( E \) are \( n \times 2(N-1) \) matrices. Thus we have

\[ A = \hat{A} + VE^T. \quad (5.13) \]

Based on the matrix modification formula originally defined by Sherman and Morrison [51] for rank-one changes and generalized by Woodbury [14], Eq. (5.1) can be solved by

\[ x = A^{-1}d = (\hat{A} + VE^T)^{-1}d = \hat{A}^{-1}d - \hat{A}^{-1}V(I + E^T \hat{A}^{-1}V)^{-1}E^T \hat{A}^{-1}d. \quad (5.14) \]

Note that \( I \) is a \( (N-1) \times (N-1) \) identity matrix and \( I + E^T \hat{A}^{-1}V \) is a \( (N-1) \times (N-1) \) band matrix with bandwidth 5. We introduce a \( 2(N-1) \times 2(N-1) \) elementary transformation matrix \( P \) such that

\[ P \ z = \ (z_1, \ z_0, \ z_3, \ z_2, \ldots, \ z_{2N-3}, \ z_{2(N-2)})^T \quad \text{for all} \ z \in R^{2(N-1)}. \quad (5.15) \]

Based on the property that \( P^{-1} = P \), Eq. (5.14) becomes

\[ x = \hat{A}^{-1}d - \hat{A}^{-1}VP( P + E^T \hat{A}^{-1}VP)^{-1}E^T \hat{A}^{-1}d. \quad (5.16) \]
Note that $Z = (P + E^T \tilde A^{-1} V P)$ is a $2(N-1) \times 2(N-1)$ tridiagonal matrix. Let

$$\tilde A \tilde x = d, \quad (5.17)$$

$$\tilde A Y = VP, \quad (5.18)$$

$$h = E^T \tilde x, \quad (5.19)$$

$$Z = P + E^T Y, \quad (5.20)$$

$$Z y = h, \quad (5.21)$$

$$\Delta x = Y y. \quad (5.22)$$

From Eqs. (5.17)-(5.22), (5.16) becomes

$$x = \tilde x - \Delta x, \quad (5.23)$$

where $\tilde A$ is an $n \times n$ matrix, $Y$, $V$, and $E$ are $n \times 2(N-1)$ matrices, $Z$ and $P$ are $2(N-1) \times 2(N-1)$ matrices, $h$ and $y$ are $2(N-1) \times 1$ vectors, and $\Delta x$, $\tilde x$, and $d$ are $n \times 1$ vectors. Based on Eqs. (5.17)-(5.23), the computation required to solve Eq. (5.1) in a sequential computer is described below.

In Eqs. (5.17) and (5.18), $\tilde x$ and $Y$ are solved by the LU decomposition method. By the structure of $\tilde A$ and $VP$, this is equivalent to solving

$$A_i [ \tilde x^{(i)}, v^{(i)}, w^{(i)} ] = [ d^{(i)}, a_{i0}e_0, c_{(i+1)m-1}e_{m-1} ], \quad i = 0, ..., N-1. \quad (5.24)$$

Here we have $a_0 = c_{n-1} = 0, e_0$, $e_{m-1} \in R^m$, $\tilde x^{(i)}$ and $d^{(i)}$ are the $i^{th}$ block of $\tilde x$ and $d$, respectively, and $v^{(i)}$, $w^{(i)}$ are possible non-zero column vectors of the $i^{th}$ row block of $Y$. Equation (5.24) implies that we only need to solve three linear systems of order $m$ with the same LU decomposition for each $i$ ($i = 0, ..., N-1$). In addition, we can skip the first $m-1$ forward substitutions for the third system since the first $m-1$ components of the vector at the right hand side are all zeros.

Equation (5.19) only picks $2(N-1)$ specified components from the vector $\tilde x$. There is no computation or communication involved. The evaluation of Eq. (5.20) uses those possible non-zero entries of specified $2(N-1)$ rows of $Y$ together with $P$ to form matrix $Z$. Again there is no computation or communication involved.
Equation (5.21) solves a $2(N-1) \times 2(N-1)$ tridiagonal system, which is the major computation involved in the conquer part of our algorithms. Since $Y$ has at most two non-zero entries at each row, the evaluation of Eq. (5.22) takes four arithmetic operations per row.

Based on the above observations, together with a careful scaling process, the computational complexity required to solve Eq. (5.1) in a sequential processor is stated in the following theorem.

**Theorem 4** Equation (5.1) can be solved using Eqs. (5.17)-(5.23) with $17n - 6N - 23$ operations without pivoting and $24n - 13N - 34$ operations with pivoting.

### 5.2 A Compute-Aggregate-Broadcast Computation Solver

Based on the matrix partitioning technique described previously, a parallel algorithm can be easily developed with a compute-aggregate-broadcast computation. This algorithm is called the *Parallel Partition LU* (PPT) algorithm and is described in this section.

Using $N$ processors, the PPT algorithm to solve Eq. (5.1) consists of the following steps:

**Step 0.** Allocate $A_i$, $d^{(i)}$ and elements $a_{im}$ and $c_{(i+1)m-1}$ to the $i^{th}$ node, where $0 \leq i \leq N-1$.

**Step 1.** Use the LU decomposition method described in Section 5.1 to solve Eq. (5.24). All $N$ computations can be executed in parallel and independently on $N$ processors.

**Step 2.** Send $x_{0}^{(i)}$, $x_{m-1}^{(i)}$, $v_0^{(i)}$, $v_{m-1}^{(i)}$, $w_0^{(i)}$, $w_{m-1}^{(i)}$ ($0 \leq i \leq n-1$) to a special node to form matrix $Z$ and vector $h$ (Eqs. (5.19) and (5.20)). Hereafter the subindex indicates the component of the vector.

**Step 3.** Use the LU decomposition method to solve $Zy = h$ (Eq. (5.21)) on that special node. Note that $Z$ is a $2(N-1)$ dimensional tridiagonal matrix.

**Step 4.** Send $y_{2i-1}$ and $y_{2i}$ to the $i^{th}$ node, ($i = 0, ..., N-1$). Here we set $y_{-1} = y_{2(N-1)} = 0$.

**Step 5.** Compute Eqs. (5.22) and (5.23). We have

$$
\Delta x^{(i)} = \begin{bmatrix} v^{(i)} \\ u^{(i)} \end{bmatrix},
$$

$$
x^{(i)} = \hat{x}^{(i)} - \Delta x^{(i)}. \tag{5.25}
$$
This step is executed in parallel on \( N \) processors.

As mentioned in Section 1.2, the underlying communication mechanism of multicomputers has a great impact on the performance of parallel algorithms. Before we address the communication complexity issue, let’s take a close look at different communication mechanisms. In the store-and-forward mechanism, which is used in all first generation hypercube multicomputers, the message transfer time between two adjacent processors can be expressed as \( \alpha + \beta S \), where \( \alpha \) is the communication latency, \( \beta \) is the transmission time per byte, and \( S \) is the number of bytes in the message. If a message is delivered to a node \( h \) hops away, the message transfer time can be roughly estimated to be \( h(\alpha + \beta S) \). In second generation multicomputers, advanced communication mechanisms are adopted, such as the circuit switching used in iPSC-2 [46] and the wormhole routing used in Amebek 2010 [3]. In these new communication paradigms, the message transfer time is almost independent of the distance (number of hops) between processors. Thus, in second generation multicomputers, the transfer time of a message with \( S \) bytes can always be expressed as \( \alpha + \beta S \) regardless of the distance the message has to traverse.

The PPT algorithm has two communication patterns. The data gathering communication required in Step 2 has to transfer 6 data elements per processor. The data scattering communication required in Step 4 has 2 data elements per processor. Figure 5.1 shows these two communication patterns for the case when \( N = 8 \) and processor 0 is the special node for solving Eq. (5.21).

The best way to handle the data gathering and scattering communications is to use the tree reduction technique, as shown in Figure 5.2 for the case of data scattering when \( N = 8 \). The data gathering communication is simply an inverse of the data scattering. It has been shown that the spanning tree can be perfectly embedded in a hypercube [50]. Thus the communication time required to scatter messages is \( \log N \) units for \( N \) processors. Note that in the first data transfer, the message has to contain the data for the rest of the processors to be visited. Each processor, upon receiving a message, has to strip its own data and forward the rest of the data to the following processors. As a result, the communication time required in data scattering (and also in data gathering) can be estimated to be

\[
\alpha \log N + (N - 1)\beta S. \tag{5.26}
\]

Equation (5.26) can be applied to all second generation multicomputers and to first generation hypercube multicomputers using the embedding scheme described in [50]. Now we are ready to state the computation and communication complexities of the PPT algorithm.
Theorem 5  The PPT algorithm solves Eq. (5.1) in \(17(n/N) + 16N - 45\) and \(24(n/N) + 22N - 69\) parallel arithmetic operations for non-pivoting and pivoting, respectively. With 4 bytes per data element, it requires \(2(\alpha \log N + 16(N - 1)\beta)\) communication time units, where \(N\) is the number of processors and \(n = mN\).

Let \(T_{LU}\), \(T_{SPT}\), and \(T_{PPT}\) be the time required to solve Eq. (5.1) using the sequential LU decomposition algorithm, the sequential partitioning algorithm (Eqs. (5.17)-(5.23)), and the PPT algorithm, respectively. Let \(\tau_{comp}\) represent the unit of a computation operation normalized to the communication time. From those theorems shown previously, we have

\[
T_{LU} = (8n - 7)\tau_{comp}
\]

\[
T_{LUP} = (11n - 12)\tau_{comp}
\]

\[
T_{SPT} = (17n - 6N - 23)\tau_{comp}
\]

\[
T_{SPT} = (24n - 13N - 31)\tau_{comp}
\]

\[
T_{PPT} = \left(17 \frac{n}{N} + 16N - 45\right)\tau_{comp} + 2(\alpha \log N + 16(N - 1)\beta)
\]

\[
T_{PPT} = \left(24 \frac{n}{N} + 22N - 69\right)\tau_{comp} + 2(\alpha \log N + 16(N - 1)\beta)
\]
Dividing the time required for a sequential algorithm by the time required to execute the PPT algorithm, an estimated speedup of the PPT algorithm over other sequential algorithms can be obtained. In Section 5.5, the theoretical results obtained here will be compared with the measured results obtained from experiments on a 64-node NCUBE.

5.3 A Global-Exchange Computation Model

From Figure 5.1 we can see that the PPT method is a compute-aggregate-broadcast computation. Step 1 of PPT is the first parallel computation phase. Step 2 is the data aggregation phase. Step 3 is the single node computation phase and step 4 is the broadcast phase. Step 5 is the second parallel computation phase. On hypercube multicomputers, the data aggregation (gathering) and data broadcast (scattering) are achieved by tree reduction and inverse tree reduction. Both tree reduction and inverse tree reduction take $O(\log N)$ steps, where $N$ is the number of nodes involved in the computation, on hypercube architectures (see Figure 5.2).
Using the communication pattern shown in Figure 3.5, the total data-exchange also can be achieved in \(O(\log N)\) time on hypercube architectures. The \(O(\log N)\) time communication suggests that we can add redundant computation, reduce the communication overhead and, therefore, improve the overall performance. Step 2 of the PPT method can be changed to total data exchange and step 4 of the PPT method can be removed. Step 3 will be redundant on every working node. This redundant computation combined with step 5 of the PPT method forms a computation phase. With this total data-exchange strategy, we achieve a global-exchange computation method which is called the \textit{Parallel Partition Global-exchange} (PPG) method (see Figure 5.3).

![Figure 5.3: The Communication Pattern of the G-E Computation](image)

Using \(P\) processors, the PPG algorithm for solving Eq. (5.1) consists of the following steps:

Step 0. Allocate \(A_i, d^{(i)}\) and elements \(a_{im}, c_{(i+1)m-1}\) to the \(i^{th}\) node, where \(0 \leq i \leq N - 1\).

Step 1. Use the LU decomposition method described in Section 5.1 to solve Eq. (5.24). All the \(N\) computations can be executed in parallel and independently on \(N\) processors.

Step 2. Send \(x_0^{(i)}, x_{m-1}^{(i)}, v_0^{(i)}, v_{m-1}^{(i)}, w_0^{(i)}, w_{m-1}^{(i)} (0 \leq i \leq N - 1)\) to every other node to form matrix \(Z\) and vector \(h\) (Eqs. (5.19) and (5.20)).

Step 3. Use the LU decomposition method to solve \(Zy = h\) (Eq. (5.21)) on each node and compute Eqs. (5.22) and (5.23) in parallel on \(N\) processors.

The computation requirement of the PPG algorithm is the same as the PPT method while the communication requirement is reduced from \(2(a \log N + 16(N - 1)\beta)\) to \((a \log N + 16(N - 1)\beta)\). This reduction is not significant for our machine where \(N = 64\), but it may have a larger influence when more processors become available.
5.4 A Solver With More Than One Computation Model

The PPT and PPG algorithms discussed above provide better performance than most of the existing parallel algorithms for solving Eq. (5.1) when \( N \ll n \). However, the efficiency of the PPT algorithm decreases as the number of processors, \( N \), increases, because the major computation in the conquer part (Step 3 in Section 5.2) of the PPT algorithm is sequential. For this reason, we use the PP method (see Section 5.1), the limited processor version of the RCD method, to solve Eq. (5.21). In order to apply the PP method, all the superdiagonal elements of the coefficient matrix must be non-zero. The following theorem is needed to apply the PP method to solve Eq. (5.21).

**Theorem 6** If all the superdiagonal elements of the matrix \( A \) are non-zero, the tridiagonal matrix \( Z = P + E^T A^{-1} V P \) has non-zero superdiagonal elements.

**Proof:** The superdiagonal elements of \( Z \) are either equal to 1 or the first components of the solutions

\[
A_i w^{(i)} = c_{(i+1)m-1} c_{m-1}, \quad i = 1, \ldots, N - 2,
\]

where \( w^{(i)} \), \( c_{m-1} \in R^m \). Suppose \( w_0^{(i)} = 0 \), then \( w_j^{(i)} = 0 \) for \( j = 1, \ldots, m - 1 \), since the superdiagonal elements of \( A_i \) are non-zero. Therefore, we have \( A_i w^{(i)} = 0 \), which is a contradiction to Eq. (5.33). \( \square \)

The new algorithm, namely the parallel partition hybrid (PPH) algorithm, consists of two computation models, the recursive doubling computation model and the compute-aggregate-broadcast computation model. The PPH algorithm is similar to the PPT algorithm except for the following changes. After Step 1 of the PPT algorithm, the \((2i - 1)^{th}\) and \(2i^{th}\), for \( i = 0, \ldots, N - 1 \), rows of the tridiagonal matrix \( Z \) are stored in the \( i^{th} \) node (here the \((-1)^{th}\) and \(2(N-1)^{th}\) rows of \( Z \) are assumed to be zero). Step 2 in the PPT algorithm which performs data gathering is eliminated. Step 3 of the PPT algorithm is then replaced by the PP method as described in Section 2. Step 4 performs the following data transfer.

Step 4. Send \( y_{2i+1} \) from the \( i^{th} \) node to the \((i + 1)^{th}\) node for \( i = 0, \ldots, N - 2 \).

In Step 3 the PP method has two communication patterns. The first communication pattern computes all partial matrix products (see Figure 3.13). The second communication pattern is a broadcast which broadcasts the computed \( x_0 \) (or \( X_0 \) with another two known components, 0,1) to all other nodes. Broadcast has a communication pattern similar to data
scattering as shown in Figure 5.2. However, in broadcast all nodes receive the same data. Here we assume each floating point number has 4 bytes. Considering second generation multicomputers, based on the communication model discussed in Section 5.2, the communication time required to obtain all partial products of $B_k$ (Figure 3.13) is $(\alpha + 24\beta)(1 + \log N)$ time. Here we have $S = 24$ because each message transfer includes 6 data elements. The broadcast communication takes $\log N$ steps and the message is one data element, which takes $(\alpha + 4\beta)\log N$ time. The shift communication required in Step 4 takes $\alpha + 4\beta$ time. The communication pattern of the PPH algorithm is shown in Figure 5.4 for $N = 8$. Counting the arithmetic operations and communication times, we have the following theorem.

**Theorem 7** With $n = Nm$, the PPH algorithm solves Eq. (5.1) in $17(n/N) + 20\log N + 17$ and $24(n/N) + 20\log N + 4$ parallel arithmetic operations for non-pivoting and pivoting, respectively. It requires $((\alpha + 4\beta) + (\alpha + 24\beta))(1 + \log N)$ communication steps.

Let $T_{SPH}$ be the time required to execute the PPH algorithm in a sequential processor and $T_{PPH}$ be the time required to execute the PPH algorithm on $N$ processors. We then have
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Computation</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang’s Partition</td>
<td>$21 \frac{n}{N} - 12 - \frac{8n}{N^2}$ *</td>
<td>$2(N-1)(\alpha + 10\beta) + (\alpha + 16\beta)$</td>
</tr>
<tr>
<td>Recursive Doubling (PP)</td>
<td>$35 \frac{n}{N} + 20\log N - 29$</td>
<td>$(1 + \log N)(\alpha + 24\beta) + \log N(\alpha + 4\beta)$</td>
</tr>
<tr>
<td>Cyclic Reduction</td>
<td>$20 \frac{n}{N}$ *</td>
<td>$O(\log N)$ **</td>
</tr>
<tr>
<td>PPT (non-pivoting)</td>
<td>$17 \frac{n}{N} + 16N - 45$</td>
<td>$2[\alpha \log N + 16(N-1)\beta]$</td>
</tr>
<tr>
<td>PPT (pivoting)</td>
<td>$24 \frac{n}{N} + 22N - 69$</td>
<td>$2[\alpha \log N + 16(N-1)\beta]$</td>
</tr>
<tr>
<td>PPH (non-pivoting)</td>
<td>$17 \frac{n}{N} + 20\log N + 17$</td>
<td>$[(\alpha + 4\beta) + (\alpha + 24\beta)](1 + \log N)$</td>
</tr>
<tr>
<td>PPH (pivoting)</td>
<td>$24 \frac{n}{N} + 20\log N + 4$</td>
<td>$[(\alpha + 4\beta) + (\alpha + 24\beta)](1 + \log N)$</td>
</tr>
</tbody>
</table>

*scalar count of Table V [62] divided by N
**the number of communication steps for the cyclic reduction method is not known. However it is easy to find that it has at least the complexity of $O(\log n)$.

Table 5.1: Computation and Communication Counts of Tridiagonal Solvers

\[
T_{SPH} = \left( 17n + 8N - 41 \right) \tau_{\text{comp}} \quad \text{without pivoting}
\]

\[
T_{SPH} = \left( 24n - 5N - 41 \right) \tau_{\text{comp}} \quad \text{with pivoting}
\]

\[
T_{PPH} = \left( 17 \frac{n}{N} + 20\log N + 17 \right) \tau_{\text{comp}} + \left( (\alpha + 4\beta) + (\alpha + 24\beta) \right)(1 + \log N) \quad \text{without pivoting}
\]

\[
T_{PPH} = \left( 24 \frac{n}{N} + 20\log N + 4 \right) \tau_{\text{comp}} + \left( (\alpha + 4\beta) + (\alpha + 24\beta) \right)(1 + \log N) \quad \text{with pivoting}
\]

It is interesting to note that the PPH algorithm can reach a speedup of 2 over the PP algorithm for $1 < N \ll n$. When $N = n$, no matrix partitioning is needed and the PPH algorithm is virtually the RCD algorithm. When $N=1$, there is no conquer part and as the LU decomposition method is used in the dividing part, the algorithm becomes the LU decomposition algorithm.

### 5.5 Comparison and Experimental Results

In this section we compare our methods with some existing methods for solving Eq. (5.1). The arithmetic operation counts and communication steps of those methods are summarized in Table 5.1.

Wang’s partition method and cyclic reduction method are well known. However, it is difficult to compare these two methods with our methods on multicomputers. Although we believe that the limited processor version of these two methods will increase the computation complexity, we list their computation counts in Table 5.1 assuming they can be perfectly partitioned, i.e., the computation count is scaled down by a factor of $N$. The communication
cost of cyclic reduction is in the order of $O(\log n)$ steps and each step takes at least $\alpha + S\beta$ time. Michielse and Vorst modified Wang’s algorithm for local memory systems. The communication count is based on their result [12]. However, the computation count in their modification is slightly greater than Wang’s algorithm and thus is not listed in the table. As shown in Table 5.1 the computation counts of all our methods are better than other methods. In terms of communication counts, the PPH method has the same order as the PP method. This is reasonable because they all use the communication pattern shown in Figure 3.13. The cyclic reduction method has a high communication count, and thus is popular for vector machines. For our other methods, the communication complexity is less than Wang’s method. In the following discussion, we shall compare our methods with respect to the number of processors.

Figure 5.5 shows the estimated and measured speedup of the PP, PPT, PPH algorithms with respect to the SGTS1 routine (see Section 5.1). These algorithms are implemented on a 64-node NCUBE multicomputer. NCUBE is a first generation multicomputer adopting the store-and-forward communication mechanism. As indicated in Section 5.2, the communication pattern for the parallel prefix method shown in Figure 3.13 cannot be perfectly embedded in hypercube, and the worst dilation cost is 2. Thus, in the communication counts of the PP and PPH algorithms, the factor $(\alpha + 24\beta)$ is doubled. In our NCUBE machine, the following system parameters are measured: $\alpha = 5.0$, $\beta = 0.013$, and $\tau_{\text{com}} = 0.08$ (without normalization). The dimension of matrix $A$ is chosen as $n = 6400$. This value is limited by the memory constraint of individual processors. As $N$ increases, the PPH algorithm will outperform the PPT algorithm because the dimension of the matrix $Z$ (Eq. (5.21)) increases as $N$ increases, which favors the parallel approach used in the PPH algorithm. Again, due to the limited number of processors available in our NCUBE, the maximum number of processors used is $N = 64$. The performance of the PPH algorithm seems to be underestimated compared with the measured results. This is mainly caused by assuming a dilation of 2 for all communications occurring in Figure 3.13. However, in actual implementation, some communications have a dilation of 1.

As $n$ goes to infinity, the asymptotic speedup, compared with the LU decomposition method, of all our methods is $0.471N$. The asymptotic speedup for the PP method is $0.229N$. Dividing the speedup by the number of processors, $N$, Figure 5.6 shows the efficiency of our methods. For all methods, the efficiency decreases as the number of processors $N$ increases. This is mainly the result of the increasing ratio of communication to computation.

As mentioned in Chapter 2, there are two commonly accepted measures for the speedup
and the efficiency of parallel algorithms [47]. One focuses on how much faster a problem can be solved by \( N \) processors. Thus, it compares the best serial algorithm with the parallel algorithm under consideration, which is defined as

\[
S_p = \frac{\text{execution time using the fastest sequential algorithm on one processor}}{\text{execution time using the parallel algorithm on } N \text{ processors}}.
\] (5.34)

Both Figures 5.5 and 5.6 are based on the above measure and the best sequential algorithm chosen is the LINPACK subroutine, SGTSL. Another measure is interested in the parallelism inherent in an algorithm and is defined as

\[
S'_{p} = \frac{\text{execution time using one processor}}{\text{execution time using } N \text{ processors}}.
\] (5.35)

The latter is the relative speedup. Since each node only has 512K memory capacity for NCUBE multicomputers, the single node execution for solving a 6400 dimension tridiagonal system is impossible. The estimated self speedup and efficiency of our methods can be found in [60].

One of the advantages of our approach is its diversity. In the divide part, pivoting may or may not be used. There has been a tacit assumption for the first three methods listed in Table 5.1 that no pivoting is required. In fact, it does not appear to be feasible to incorporate a pivoting strategy into those algorithms (Wang's algorithm allows very limited pivoting). However, pivoting can be used by the PPT, PPG and PPH algorithms with slightly higher operation counts. Thus, the PPT, PPG and PPH algorithms are more stable than others in cases where pivoting is required. In the conquer part, the major computation requirement is
devoted to solving Eq. (5.21). The methods used in this part are irrelevant to the methods used in the divide part. Other strategies may also be used to solve Eq. (5.21).

Unless the matrix $A$ is positive definite or diagonal dominant, there is no general rule to guarantee that all the submatrices $A_i$ ($i = 0, ..., N - 1$) of $\hat{A}$ (see Section 5.1) are nonsingular. The small matrix $Z$ in the conquer part may be singular too. The latter case is unlikely to happen. However, for a certain class of matrices at hand, very often we can find a criterion to avoid those singularities and make the algorithms work.

In this chapter, using the solution of tridiagonal linear system as an example, we have shown how to change the algorithm design to fit the architecture and to reduce communication overhead. We have changed our design from compute-aggregate-broadcast computation to global exchange computation and to hybrid computation for better performance. In general, we may have different approaches for a given application. The performance of computation models will suggest which approach is best for a given architecture, and we can achieve a more efficient algorithm design. Another new parallel algorithm, Parallel Diagonal Dominant (PDD) is also proposed for solving diagonal dominant tridiagonal systems. Detailed information about the PDD algorithm can be found in [60].
Chapter 6

PREDICTION OF PERFORMANCE

Performance measurement techniques can be divided into three categories: pre-run, run-time and post-run [12]. Pre-run performance measurement is also called performance prediction. It identifies the computationally intensive parts of an algorithm and predicts the performance of an algorithm. Run-time performance measurement collects execution data that can be analyzed on line. The post-run performance environment provides the measured implementation results. Comparing with run-time and post-run performance measurements, performance prediction is more economical for algorithm evaluation, and, without actual implementation, it is not restricted by physical limitations which may be imposed by the number of available processors and/or the maximum memory capacity. The predicted results not only can be used for evaluating algorithms, they also can be compared with the implementation results. The prediction and implementation results comparison often leads to a better understanding of the algorithm and to a possible performance enhancement. Further, performance prediction is very important for real time systems. In real time systems, the machines have to respond within a given deadline. Within the time limitation, we would like to obtain the most accurate solution possible. Knowing the turnaround time before execution is the key to achieving this goal. However, providing an accurate prediction of the performance of parallel algorithms is difficult. As we have learned from previous chapters, the performance of a parallel algorithm is dependent on the application, the number of processors available and the problem size.

Execution time can be predicted by using a parallelism profile (see Figure 2.1). A parallelism profile provides information about uneven allocation degradation. The amount of work executed with degree of parallelism \( i \), \( W_i \), can be obtained from this information and a lower bound of elapsed time can be derived based on \( W_i \). Equation 2.7

\[
T(N) = \sum_{i=1}^{m} \frac{W_i}{i\Delta} \left\lfloor \frac{i}{N} \right\rfloor
\]

(6.1)

is the predicted elapsed time based on the parallelism profile. \( T(N) \) is a lower bound of the
execution time, but it certainly is not a greatest lower bound. Communication latency is a very important factor influencing the performance. By considering communication overhead, a better lower bound for execution time is

\[ T(N) = \sum_{i=1}^{n} \frac{W_i [\frac{1}{N}]}{\Delta} + Q_N, \]  

(6.2)

where \( Q_N \) is the communication overhead when \( N \) processors are used (see Eq.2.9).

Structured representation provides adequate information for both uneven allocation and communication latency degradations. With some measured data, the performance of an application can be predicted based on its structured representation and Eq.(6.2). This performance prediction can be obtained by collecting information from each compute and data-exchange phase. In this approach, the parallel computation requirement of each compute phase should be known and the performance of each communication primitive should be premeasured. This performance prediction can also be obtained through a modular approach by using the performance information of computation models. This modular approach has many advantages over the detailed approach, which we will discuss in the next section.

This chapter is organized as follows. In Section 6.1, we will show the performance formulations of two computation models, the domain decomposition computation model and the recursive doubling computation model. An example is presented in Section 6.2 to illustrate how the computation models and the memory-bounded speedup model can be used in performance prediction. The influence of problem size on the speedup of computation models is analyzed in Section 6.3.

### 6.1 Performance Formulations

The most commonly used performance metrics for parallel algorithms are elapsed time and speedup. In this section, the performance formulations of two parallel computation models are derived based on their structured representations, in terms of elapsed time and in terms of speedup. Performance formulations for other computation models can be derived by following similar arguments. These performance formulations of computation models can be used to predict the performance of a large class of scientific applications.

Using the performance of computation models to predict the performance of a given application has advantages over predicting the performance of the given application directly through its structured representation. With the computation model approach, an application is divided into parts. The performance of these parts, or computation models, will suggest
which section of your algorithm is the bottleneck. Second, the performance of an application is not only dependent on the application and the machine architecture, but also dependent on how the application is mapped onto the architecture. The performance information of computation models contains the mapping information. It provides a more accurate estimate. Also, the computation models are naturally associated with commonly used mathematical methods. With the modular approach, when a mathematical method is chosen, the structured representation of a given application will be known, and the performance prediction of the given application is available. The computation model based modular approach is easy to understand, has less error accumulation, requires less communication and less architectural knowledge.

Figure 3.11 in Section 3.2 shows a structured representation for a domain decomposition application. In general, the structured representation of the domain decomposition computation model is

$$
\sum_{i=1}^{k} ([N(d), N(d)] + X_i),
$$

where $N$ is the number of processors available, $k$ is an integer, which sometime depends on the convergence check, and $d$ is the degree of each sender and each receiver. Studying the domain decomposition computation more carefully, we find that it has the following characteristics.

- **Communication overhead is independent of system size**

  The degrees of senders and receivers are fixed for domain decomposition applications. It is independent of problem size and system size. The communication pattern is also independent of problem size and system size. For second generation multicomputers, the communication latency of the domain decomposition computation model is fixed. In fact, even for first generation multicomputers we generally can manage to map a domain decomposition onto an architecture such that the communication delay is independent of the system size. We use $Q$ to denote the common communication latency.

- **Perfect degree of parallelism**

  The domain decomposition applications do not have uneven allocation degradation. All the processors do useful work at each compute phase and the loads are evenly distributed. Domain decomposition computations are good candidates for parallel processing.
With a fixed number of iterations at each compute phase, the computation requirement at each compute phase is the same, \( X = X_i \) for \( i = 1, \ldots, k \). This is the case for most domain decomposition applications.

The execution time of domain decomposition applications can be derived from the structured representation directly. The sequential execution time is

\[
T(1) = \frac{N(\sum_{i=1}^{k} X_i)}{\triangle},
\]

where \( \triangle \) is the computing capacity of each processor (see Section 2.1). Notice that, as defined in Section 2.1, \( W_N = N(\sum_{i=1}^{k} X_i) \) for domain decomposition computations. The parallel execution time for domain decomposition computations will be

\[
T(N) = \frac{(\sum_{i=1}^{k} X_i) + Q}{\triangle}.
\]

Three different speedup formulations can be derived for the domain decomposition model by following the three different models of speedup given in Section 2.2. For the fixed-size speedup model the speedup is

\[
S_N = \frac{W_N}{Q + \frac{W_N}{N}}. \tag{6.3}
\]

For the fixed-time speedup model, we have

\[
W_N = \frac{W_N'}{N} + Q
\]

\[
W_N' = N(W_N - Q)
\]

where \( W_N' \) is the scaled workload for fixed-time speedup (see Section 2.1). Thus, the fixed-time speedup is

\[
S_N' = \frac{W_N'}{Q + \frac{W_N'}{N}} = \frac{N(W_N - Q)}{W_N}. \tag{6.4}
\]

For the memory-bounded speedup model, if we let the integer \( k \) be fixed, we have

\[
W_N^* = NW_N,
\]

where \( W_N^* \) is the scaled workload (see Section 2.1). The memory-bounded speedup is

\[
S_N^* = \frac{NW_N}{Q + W_N}. \tag{6.5}
\]
The recursive doubling computation model is another computation model presented in Section 3.2 (see Figure 3.13). The structured representation of the recursive doubling computation model is

$$\sum_{i=0}^{k-1}((2^k - 2^i)[1(1),1(1)] + X_i), \quad k = \log N.$$  \hspace{1cm} (6.6)

The recursive doubling computation model has interesting properties. It has a dynamic degree of parallelism and has a fixed computation requirement at each compute phase while the number of compute phases increases with the system size. More precisely, this model has the following characteristics.

- The computation requirements at each compute phase are the same, $X = X_i$ for $i = 1, \ldots, k$.

- Communication at data-exchange phases is regular data-exchange. The communication patterns at each data-exchange phase are the same. Although the number of disjoint patterns varies, communication latency at each data-exchange phase is the same.

- The number of compute and data-exchange phases will increase as a function of $\log(\text{system size})$.

- In both fixed-size and fixed-time speedup models, if $Q$ is fixed, $X$ will decrease when $N$ increases.

- The degree of parallelism varies from phase to phase. $P \times R$ gives the degree of parallelism at each compute phase, which is equal to $2^k - 2^i$ at the $i^{th}$ compute phase. This means that $W_{2^k-2^i} = (2^k - 2^i)X = (2^k - 2^i)W_1$, and $W_j = 0$ for $j \neq 2^k - 2^i$, where $i \in [0, 1, \ldots, k-1]$.

Based on the structured representation (6.6), the sequential execution time of the recursive doubling computation is

$$T(1) = \frac{\sum_{i=0}^{k-1}(2^k - 2^i)X}{\Delta}.$$ 

The parallel execution time is

$$T(N) = \frac{k(X + Q)}{\Delta}.$$
Just as with the domain decomposition computation model, three speedup formulations can be obtained corresponding to the three models of speedup previously discussed. Following the notation defined in Section 2.1, we let \( W = \sum_{i=0}^{k-1} W_i \) be the work load when the application is running on a single processor, and define \( W'_i \) and \( W'_i^* \) correspondingly. For the fixed-size speedup model, we have

\[
S_N = \frac{W}{\sum_{i=0}^{k-1} \left[ \frac{W'_i}{k} + Q_j \right]}, \quad j = 2^k - 2^i
\]

\[
= \frac{W}{\sum_{i=0}^{k-1} [W'_1 + Q]} = \frac{W}{k[W'_1 + Q]}
\]

Thus, notice here that \( \sum_{i=0}^{k-1} (2^k - 2^i) = kN - (N - 1) \),

\[
S_N = (N - \frac{N - 1}{k}) \frac{W}{W + Q[\sum_{i=0}^{k-1} (2^k - 2^i)]}
\]

\[
= (N - \frac{N - 1}{k}) \frac{W}{W + [k(2^k - 2^i)]}. \quad (6.7)
\]

By definition, the speedup formulation of the recursive doubling model for the fixed-time speedup is

\[
S'_N = \frac{\sum_{i=0}^{k-1} \frac{W'_i}{j} + Q_j}{\sum_{i=0}^{k-1} \left[ \frac{W'_i}{j} + Q \right]}, \quad j = 2^k - 2^i
\]

\[
= \frac{\sum_{i=0}^{k-1} (2^k - 2^i)W'_i}{\sum_{i=0}^{k-1} [W'_1 + Q]} = (N - \frac{N - 1}{k}) \frac{W'_i}{W'_i + Q}.
\]

Notice that

\[
W = \sum_{i=0}^{k-1} \left[ \frac{W'_i}{j} + Q \right] = k(W'_1 + Q),
\]

and

\[
W'_1 = \frac{W - kQ}{k},
\]

we have

\[
S'_N = (N - \frac{N - 1}{k}) \frac{W - kQ}{W}. \quad (6.9)
\]

Similarly, for memory-bounded speedup we also have

\[
S'_N = (N - \frac{N - 1}{k}) \frac{W'_1^*}{W'_1 + Q}.
\]
The workload on each processor will not change with the number of processors available in memory-bounded speedup. Thus, the memory-bounded speedup is

\[ S_N^* = (N - \frac{N - 1}{k}) \frac{W}{W + Q}. \]  

(6.10)

From Eq. (6.8) we can see that with the degree of parallelism considered, the speedup formulation can be completely different from the simplified speedup formulas presented in Section 2.3.

The structured representation of a given application contains adequate information about degradations, and provides more information than a parallelism profile. By using the domain decomposition and recursive doubling computation models, we have shown how elapsed time and speedup can be predicted based on structured representations. We also have shown how to derive speedup formulations based on structured representations for different models of speedup. Performance formulations of other computation models can be derived similarly. The performance formulations of computation models can be used to predict the performance of general scientific applications.

### 6.2 Structured Prediction

We have identified computation models and have shown performance formulations for some of the identified computation models. We would like to predict the performance of general scientific applications by using the performance information of parallel computation models. The idea is that a given application can be seen as a combination of computation models. These computation models can be found by studying the structured representation of the application. The performance information of these computation models can then be combined to provide a performance prediction of this application. If the measured performance data of computation models are applied to a performance prediction, performance data can be estimated for this application. If the performance formulations of computation models are applied, a performance formula can be obtained for the application which shows how different parts of the application will vary with system size and problem size. Therefore, different parts can be modified for different situations to achieve the best performance. We call this kind of analysis structured analysis.

The combination of elapsed times is straightforward, but the combination of speedups is somewhat more complex. The combination formulas for the elapsed times and speedups are shown in Eq.(6.11) and Eq.(6.12) respectively for the combination of two models. The
combination formulas in the case of \( n \) models can be easily obtained by using Eq. (6.11) and Eq. (6.12) recursively.

\[
\text{Execution time} = \text{Execution time of part one} + \text{Execution time of part two}.
\]  

\[
\text{Speedup} = \text{Speedup of part one} \times \text{Ratio of part one} + \text{Speedup of part two} \times \text{Ratio of part two},
\]

where the ratio is the ratio over total execution time. Speedup can be derived from the execution time. We would like to have speedup as a function of the speedups of the computation models, since the variations of each model are easier to observe. Also, determining speedup from Eq. (6.12) is simpler than determining speedup from Eq. (6.11), when the ratio is independent of problem size and system size.

We use one simple example, the parallel prefix method for solving tridiagonal systems (see Figure 6.1), to illustrate this performance prediction approach. The parallel prefix method has the following structured representation

\[
X_0 + \sum_{i=0}^{k-1} (2^k - 2^i)([l(1), 1(1)] + X_{i+1}) + [l(N), N(1)] + X_{k+1},
\]

where the compute phases are counted from 0 to \( k + 1 \). From this representation we can see that the parallel prefix method consists of three parts, the preprocessing part, the recursive doubling part and the post processing part. The preprocessing part and the post processing part are local computations in which the workload is evenly distributed among the available processors. The middle part is a recursive doubling computation.

The degree of parallelism of the postprocessing part is equal to \( P \times S \), where \( P \) is the number of patterns in the broadcast data-exchange phase, and \( S \) is the number of senders in each of the patterns. Since \( P = 1 \) and \( S = N \) in this case, \( P \times S = N \). The degree of parallelism of the preprocessing part is also equal to \( N \). Since recursive doubling computation models have equal load at each compute phase, \( X_1 = X_i, i = 1, \ldots, k - 1 \). Also, since recursive doubling computations do not achieve perfect parallelism at any compute phase, \( W_N = N(X_0 + X_{k+1}) \). Using the recursive part as a basic structure, the sequential execution time of the prefix method is

\[
\frac{[N X_0 + \sum_{i=0}^{k-1} (2^k - 2^i)(X_1 + Q) + Q_N + N X_{k+1}]_\Delta}{\Delta},
\]
Figure 6.1: Parallel Prefix Method
and the predicted parallel execution time of the prefix method is

$$[X_0 + k(X_1 + Q) + Q_N + X_{k+1}] \over \Delta,$$

where $\Delta$ is the computing capacity of each processor, $Q$ is the communication overhead of data-exchange $[1(1),1(1)]$ and $Q_N$ is the communication overhead of data-exchange $[1(N),N(1)]$. $Q$ is independent of $N$, the number of processors available, and $Q_N$ is a function of $N$. After removing the computing capacity $\Delta$, Eq.(6.15) becomes

$$[X_0 + k(X_1 + Q) + Q_N + X_{k+1}] .$$

Using Eq.(6.12) the speedup of the prefix method is

$$X_k - X_0 \over [E_{[6.16]}] + \left(N - \frac{N-1}{k} \right) \frac{X_1 + Q}{X_{k+1}} \over [E_{[6.16]}] + \frac{X_k - X_{k-1}}{X_{k-1}} \over [E_{[6.16]}]$$

(6.17)

$$= N \frac{X_k + X_{k-1}}{X_{[E_{[6.16]}]} + \left(N - \frac{N-1}{k} \right) \frac{X_1 + Q}{X_{k+1}} \over [E_{[6.16]}]}$$

(6.18)

where $X_1$ is fixed. It is independent of system size and problem size. Equation (6.18) shows that the prefix method contains two parts, the local computation part and the recursive doubling computation part. The local computation part has speedup $N$ and the recursive doubling part has speedup $\left(N - \frac{N-1}{k} \right) \frac{X_1 + Q}{X_{k+1}}$. The local computation part has a higher speedup. We would like the local computation part to dominate the total computation. From Eq.(6.18) we can see that when the problem size increases so does the ratio of local computation, and when the system size increases the ratio of local computation will decrease. Figure 6.2 shows the estimated and measured speedup of the prefix method. We can see that they are very close to each other.

By the properties of fixed computation at each compute phase, the speedup formulation used for the recursive doubling part is the memory-bounded speedup. Thus, using one simple example, we have shown how the computation models and memory-bounded speedup can be used in performance predictions.

### 6.3 The Influence of Problem Size on Speedup

In the last two sections we showed how the performance of general applications can be predicted using the performance information of computation models. We also derived performance formulations for some computation models. In this section we will study the
performance of computation models in more depth. We will study how problem size influences performance. The study starts with general formulas and then special cases will be noted. These special cases are those that are suitable for some computation models.

As shown in Chapter 2, speedup is a function of both problem size and the number of processors available. The study is three fold. First, we only consider the simplified condition discussed in Section 2.3. Then, communication overhead is considered. Finally, uneven allocation degradation is added in to give a more accurate analysis.

According to Eq. (2.13), the simplified fixed-size speedup is

\[ S_N = \frac{W_i + W_N}{W_1 + \frac{W_N}{N}}. \]  

(6.19)

Notice that by Eq. (2.1)

\[ t_i(1) = \frac{W_i}{\Delta}. \]

We can rewrite Eq. (6.19) as

\[ S_N = \frac{t_i(1) + t_N(1)}{t_i(1) + \frac{t_N(1)}{N}}. \]  

(6.20)

In general, we have
\[ t_i = t_i(1) = \frac{W_i}{\Delta} \quad \text{for } 1 \leq i \leq m, \]

where \( m \) is the maximum degree of parallelism (see Section 2.1). When \( t_i = 0 \) for \( i \neq 1 \) and \( i \neq N \), the simplified speedup Eq. (6.19) can be rewritten as a function of workload \( W_i \),

\[ S_N(W) = \frac{T_1(W)}{T_N(W)} = \frac{t_1(W) + t_N(W)}{t_1(W) + t_N(W)/N}. \]

Equation (6.21) is equivalent to Eq. (6.19), but execution time has been written as a function of problem size. Therefore, Eq. (6.21) is easier to use to analyze the influence of problem size. In this section, instead of writing speedup in terms of workload, we write speedup formulations in terms of execution time \( t_i(1) \), where the subscript \( i \) indicates the execution of workload \( W_i \) and 1 indicates that only one processor is used in the execution.

If the sequential execution time \( t_1 \) and the perfectly parallel portion of the execution time \( t_N \) increase with the problem size \( W \) at the same rate, then when the problem size increases \( c \) times

\[ S_N(cW) = \frac{T_1(cW)}{T_N(cW)} = \frac{c t_1(W) + c t_N(W)}{c t_1(W) + t_N(W)/N} = S_N(W). \]

Thus, in this case, speedup Eq. (6.21) is independent of problem size.

The problem becomes more complicated when communication overhead is considered and the communication overhead is a function of problem size. In this case we could let the sequential execution time, \( t_1 \), be independent of the problem size or we could let it vary with the problem size. In the former case, we have

\[ S_N(W) = \frac{t_1 + t_N(W)}{t_1 + t_N(W)/N + Q(W)}. \]

Assume that \( t_N \) is proportional to \( W \) with coefficient \( c_1 \) and \( Q \) is proportional to \( W \) with coefficient \( c_3 \), then after the problem size is changed from \( W \) to \( cW \), we have

\[ S_N(cW) = \frac{t_1 + c t_N(W)}{t_1 + c t_N(W)/N + cQ(W)}. \]

The variation of speedup is difficult to understand through Eq. (6.24). We need to use a new approach, the derivative of \( S_N \), to study the variation. By Eq. (6.23), the derivative of \( S_N \) on \( W \) will be

\[ S_N'(W) = \frac{c_1(t_1 + Q + t_N/N) - (c_3 + c_1/N)(t_1 + t_N)}{(t_1 + t_N/N + Q)^2}. \]
The sign of $S_N^d$ is determined by its numerator. Notice that under our assumption, we have $c_1 Q = c_3 t_N$. Thus the numerator
\[
C_1(T + Q + t_N/N) - (c_3 + c_1/N)(T + t_N) = C_1(T(1 - 1/N) + Q) - c_3(T + t_N) = T_1[c_1(1 - 1/N) - c_3].
\]

When $c_1 > \frac{N}{N-1}c_3$, $S_N^d > 0$. Therefore, $S_N$ will increase with the problem size. If $c_1 < \frac{N}{N-1}c_3$, $S_N^d < 0$, speedup will decrease as the problem size increases. If $c_1 = \frac{N}{N-1}c_3$, $S_N^d = 0$, speedup is independent of the problem size. This gives the following results.

**Theorem 8** If the sequential execution time is independent of the problem size, and the parallel execution time and the communication overhead are proportional to the problem size with coefficients $c_1$, $c_3$ respectively, then, the speedup Eq. (6.23) will increase with problem size when $c_1 > \frac{N}{N-1}c_3$. It will decrease with an increase in problem size when $c_1 < \frac{N}{N-1}c_3$ and will be independent of problem size when $c_1 = \frac{N}{N-1}c_3$.

The following theorem gives an upper bound of the influence of problem size.

**Theorem 9** Under the same assumptions of Theorem 8, the speedup is bounded by $S_N(W) + t_N/Q$.

**Proof:**
\[
S_N(cW) = \frac{T_1 + t_N(cW)}{T_1 + Q(cW) + t_N(cW)}/N = \frac{t_1 + d_N}{t_1 + cQ + d_N/N} < \frac{t_1 + t_N}{t_1 + cQ + d_N/N} + \frac{d_N}{cQ}
\]  
with the assumption $c \geq 1$

It is easy to see that if the sequential execution time is also proportional to the problem size then the speedup (6.23) is independent of the problem size.

The performance model (6.23) fits the domain decomposition computation model (see Section 3.2) well. In the domain decomposition model, there is no uneven allocation degradation. The problem can be perfectly partitioned and the degree of parallelism will be $N$ with $N$ processors available. Each node has a fixed number of communication requirements. The communication latency is independent of system size and is a function of problem size. The sequential workload, $W_1$, may or may not change with the problem size depending on the loading of the initial data. However, the communication overhead is proportional to the problem size. Commonly, it is a rational power function of the problem size. For instance,
using the finite difference method to solve Laplace’s equation, Eq. (3.8), each node will solve a sublinear system $A_ix_i = b_i$ and send the result to its four neighbors. If $A_i$ is an $n$ by $n$ matrix, then the length of the result is $n$, and, with the Gaussian elimination method, the solving process has a complexity $O(n^3)$. Theorem 10 gives a prediction of the speedup when communication overhead is a power function of problem size.

Theorem 10 If the sequential execution time, $t_1$, is independent of the problem size, the parallel operation is proportional with the problem size, $t_N = c_1W$, and the communication overhead is a power function of the problem size, $Q = aW^{c_3}$, then when $c_3 < \frac{[t_1(1-1/N) + Q]t_N}{(t_N + t_1)Q}$, the speedup (6.23) will increase with the problem size; when $c_3 > \frac{[t_1(1-1/N) + Q]t_N}{(t_N + t_1)Q}$, the speedup will decrease with an increase in problem size; and the speedup is independent of the problem size when $c_3 = \frac{[t_1(1-1/N) + Q]t_N}{(t_N + t_1)Q}$.

Proof: We prove the theorem by observing the sign of the derivative of $S_N(W)$ on the variable $W$. The sign is determined by the numerator of $S_N^d(W)$, which is equal to

$$c_1(t_1 + t_N/N + Q) - (c_1/N + c_3aW^{c_3-1})(t_1 + t_N)$$

$$= \frac{1}{W}(c_1W(t_1 + t_N/N + Q) - (c_1W/N + c_3aW^{c_3-1}W)(t_1 + t_N))$$

$$= \frac{1}{W}(t_N(t_1 + t_N/N + Q) - (t_N/N + c_3Q)(t_1 + t_N))$$

$$= \frac{1}{W}(t_1t_N(1 - 1/N) + t_NQ - c_2Q(t_1 + t_N)).$$

Therefore, $S_N^d(W)$ will be less than zero when $c_3 > \frac{[t_1(1-1/N) + Q]t_N}{(t_N + t_1)Q}$. $S_N^d(W)$ will be greater than zero when $c_3 < \frac{[t_1(1-1/N) + Q]t_N}{(t_N + t_1)Q}$ and $S_N^d(W)$ will be equal to zero if $c_3 = \frac{[t_1(1-1/N) + Q]t_N}{(t_N + t_1)Q}$.

Notice here that when the sequential workload is equal to zero, the sequential execution time $t_1$ is also equal to zero. In this case,

$$\frac{[t_1(1 - 1/N) + Q]t_N}{(t_N + t_1)Q} = 1,$$

and Theorem 10 becomes easier to understand. Theorem 11 gives the upper bound of the influence of problem size when the communication latency $Q$ is a rational power function of the problem size.

Theorem 11 Under the assumptions of Theorem 10, for any real number $c \geq 1$, we have

$$S_N(cW) \leq S_N(W) + e^{1-c} \frac{t_N(W)}{Q(W)}$$
Proof: 
\[ S_N(cW) = \frac{t_1 + t_{\text{N}(cW)}}{t_1 + Q(cW) + t_{\text{N}(cW)} / N} \]
\[ = \frac{t_1 + c_3 Q(W) + t_{\text{N}(W)} / N}{t_1 + c_3 Q(W) + t_{\text{N}(W)} / N} + \frac{c t_{\text{N}(W)}}{c_3 Q(W)} \]
\[ \leq S_N(W) + \frac{c t_{\text{N}(W)}}{c_3 Q(W)} = S_N(W) + c^{1-c_3} \frac{t_{\text{N}(W)}}{Q(W)}. \]

If we let the sequential execution time, \( t_1 \), vary with the problem size, by similar arguments we have the following corresponding theorems.

**Theorem 12** Under the assumptions in Theorem 10, if we also let the sequential execution time be proportional to the problem size, with coefficient \( c_2 \), then when \( c_3 < 1 \), the speedup (6.23) will increase with the problem size; when \( c_3 > 1 \), the speedup will decrease with an increase in problem size; and when \( c_3 = 1 \) the speedup is independent of the problem size.

**Theorem 13** Under the assumptions of Theorem 12, for any real number \( c \geq 1 \), when \( c > 1 \), \( S_N(cW) \leq S_N(W) \); and when \( c < 1 \), \( S_N(cW) \leq c^{1-c_3} S_N(W) \).

Proof: By Theorem 12, we only need to prove the \( c_3 < 1 \) case. When \( c_3 < 1 \),
\[ S_N(cW) = \frac{c t_1 + c t_{\text{N}(cW)}}{c t_1 + c_3 Q(cW) + c t_{\text{N}(cW)} / N} \]
\[ = \frac{c t_1 + c_3 Q(W) + c t_{\text{N}(W)} / N}{c_3 - 1 c_{c_3} - c_3 t_1 + Q(c_3 - c_3 t_{\text{N}(W)} / N)} \]
\[ \leq c^{1-c_3} S_N(W). \]

All of the above six theorems, Theorem 8 to Theorem 13, are based on speedup (6.23). With the consideration of the sequential execution and communication latency degradations, they show how the speedup is influenced by workload and what is the limitation of this influence. They are useful prediction formulations for domain decomposition computations and for other scientific and engineering applications. In the remaining portion of this subsection, we study the influence of problem size with degree of parallelism considered. Recall that \( t_i \) is the execution time for workload \( W_i \) when one processor is available. Assuming that each \( t_i, \ i = 1, ..., m \) is proportional to the problem size, then the speedup will be independent of the problem size from the degree of parallelism point of view. This is confirmed by the following equation,
\[ S_N(cW) = \frac{\sum_{i=1}^{m} t_i(cW)}{\sum_{i=1}^{m} t_i(cW)/i} = \frac{c \sum_{i=1}^{m} t_i(W)}{c \sum_{i=1}^{m} t_i(W)/i} = S_N(W). \]
Most of the frequently used applications do not distribute load evenly. For achieving high performance, we would like workload with a high degree of parallelism to increase with the problem size, and workload with lower degrees of parallelism to be fixed, independent of problem size. In general, we can divide the integer set $1, 2, ..., m$ into two disjoint subsets $i_1, i_2, ..., i_{m_1}, j_1, j_2, ..., j_{m_2}$ such that $m_1 + m_2 = m$ and that workload in degree of parallelism $i_k, k = 1, ..., m_1$ is independent of the problem size, and the workload in degree of parallelism $j_k, k = 1, ..., m_2$ increases with the problem size. By this partition, we have

$$S_N(W) = \frac{\sum_{i=1}^{m} t_i(W)}{\sum_{i=1}^{m} t_i(W)/i} = \frac{\sum_{k=1}^{m_1} t_{i_k} + \sum_{k=1}^{m_2} t_{j_k}(W)}{\sum_{k=1}^{m_1} t_{i_k}/i_k + \sum_{k=1}^{m_2} t_{j_k}(W)/j_k}.$$  

Extending the average parallelism concept introduced in Section 2.1, we have

$$S_N(W) = \frac{t_1^* + t_N^*(W)}{t_1^* + t_N^*(W)/A^*} \leq A^*, \quad (6.28)$$

where $t_1^* = \sum_{k=1}^{m_1} t_{i_k}/i_k$, $t_N^*(W) = \sum_{k=1}^{m_2} t_{j_k}(W)$, and $A^* = \sum_{k=1}^{m_2} t_{j_k}/[\sum_{k=1}^{m_2} t_{j_k}/j_k]$ is the extended average parallelism. Thus, when the number of processors is fixed, we return to Eq. (6.21) and the results for Eq. (6.21) can be directly used for Eq. (6.28). Both the super sequential execution time $t_1^*$ and the extended average parallelism $A^*$ of Eq. (6.28) are independent of problem size. However, both of them are functions of system size.

The prediction formulation Eq. (6.28) is useful for divide-and-conquer computations. For certain divide-and-conquer computations the divide-and-conquer parts have a fixed number of operations which are not influenced by the problem size. Only the computation part scales up with the problem size. Since the computation part has $N$ as the degree of parallelism, by Eq. (6.28), near perfect speedup can be achieved when the problem size is large enough.
Chapter 7

CONCLUSION AND FUTURE RESEARCH

The design, representation and performance considerations of parallel algorithms on multiprocessors have been presented in this thesis. In this chapter, the work reported in this thesis is summarized and the major contributions of this dissertation are highlighted. Next, improvements to the current work are suggested, and future plans and research directions will also be discussed.

7.1 Summary and Major Contributions

The central issues in the development of efficient parallel algorithms involve exploring the inherent parallelism in applications and the matching of applications to architectures. The present study is an attempt to better understand these issues. The contributions of this study include developing a notation for describing the structures of the most frequently used scientific and engineering applications, identifying the basic building blocks of these structures, providing a guideline for the design of efficient parallel algorithms, developing and implementing efficient parallel algorithms for several applications, proposing a new approach for predicting the performance of parallel algorithms, and presenting a more general speedup model, namely, memory-bounded speedup.

Traditionally, parallel algorithms have been designed by brute force methods and fine tuned on each architecture to achieve high performance. Rather than studying the development and matching case by case, a systematic approach was proposed in my research by studying the basic building blocks, called computation models, of frequently used applications. A notation was first developed in Chapter 3. Using this notation, most of the frequently used scientific and engineering applications can be represented by simple formulas. These formulas constitute the structured representation of the corresponding applications. The structured representations are simple, adequate and easy to understand. They also contain sufficient information about uneven allocation and communication latency degradations. With the structured representations, applications can be compared, classified and
partitioned. There are innumerable applications. However, most of the applications are combinations of some computation models. Structured representations relate general applications to computation models. Studying computation models leads to a guideline for efficient parallel algorithm design for general applications.

Seven models have been identified and presented in Chapter 3. They are the Local Computation Model, the Global-Exchange Computation Model, the Compute-Aggregate-Broadcast Computation Model, the Divide-and-Conquer Computation Model, the Domain Decomposition Computation Model, the Pipelined Computation model and the Recursive Doubling Computation Model. The structured representation of each of the computation models was presented, and the computation and communication patterns of the computation models were studied. With the computation model concept, the matching of application to architectures becomes transparent. The performance information of computation models suggests which structure is best suited for a specific multicomputer architecture, and which part of an algorithm is the performance bottleneck. Therefore, structured design and rethinking become possible.

Structured representation and computation models have been used on the development of parallel algorithms for several scientific and engineering applications. These applications include solving electrical power flow problem [52], solving tridiagonal linear systems [60], solving dense linear systems [49] and solving tridiagonal symmetric algebraic eigenvalue problems. (The work on the last two applications, which are published in [49] and [10], are not included in this dissertation). We used different computation models for different applications. The algorithm for solving dense linear systems is based on the pipelined computation model. The tridiagonal symmetric algebraic eigenvalue problems were solved with local computation and divide-and-conquer computation approaches. The newly proposed divide-and-conquer algorithm for solving eigenvalue problems is very efficient. It competes well with any existing parallel algorithm for solving eigenvalue problems. Solving tridiagonal linear systems is a fundamental problem of scientific computing, and solving power flow problems is, by far, one of the most important problems facing researchers in the electrical power field. Structured representation and computation model concepts help us in changing from one design to another. Four new algorithms were developed for solving tridiagonal linear systems. Three of the four algorithms are presented in this thesis. They are the partition LU, the partition global-exchange and the partition hybrid algorithms. The partition LU algorithm is based on compute-aggregate-broadcast computation. The partition global-exchange algorithm uses global-exchange computation. The partition hybrid algorithm is a combination
of compute-aggregate-broadcast computation and recursive doubling computation. All of the developed parallel algorithms have been implemented on an NCUBE/7 multicomputer. Our algorithms yield a higher speedup and efficiency compared to existing algorithms. Using structured representation, we modified our design for solving the power flow problem from the local computation model to the global-exchange model, and then to the compute-aggregate-broadcast computation model. The last one gave the best performance. Based on the compute-aggregate-broadcast algorithm, we have developed a package, called PowerCube [45], which adapts the most rigorous mathematical techniques and is able to obtain all the steady state solutions of power systems. The package currently runs on NCUBE and BBN GP-1000 multicomputers. The related details of solving electrical power flow problems and tridiagonal linear systems can be found in Chapter 4 and Chapter 5 respectively.

In association with the study of efficient algorithm design, the performance issues of parallel algorithms were also studied [58]. Three models of speedup were discussed and analyzed in Chapter 2. They are fixed-size speedup, fixed-time speedup and memory-bounded speedup. Two sets of speedup formulations were derived for these three models. One set requires more information and gives more accurate estimates. Another set considers a simplified case and provides a clearer picture of the possible performance gain with parallel processing. The simplified fixed-size speedup constitutes Amdahl’s law, whereas the simplified fixed-time speedup is Gustafson’s scaled speedup. The simplified memory-bounded speedup contains both Amdahl’s law and Gustafson’s scaled speedup as its special cases. This study proposes a new metric for performance evaluation and leads to a better understanding of parallel processing.

Performance prediction techniques have been developed based on structured representation and based on some precollected performance data. The performance predictions consider both communication overhead and uneven allocation as degradations of parallelism, and give a good bound on performance. Performance prediction is very important in real time systems where we want to get the most accurate solution within a time limitation. The predicted performances are also very helpful for efficient algorithm design. Using structured representation, performance can be predicted for different levels. The lower level accumulates the predicted performance of each compute and data-exchange phase. The higher level uses computation models as the basic modules and provides a more accurate and automatic approach. The performance formulations of two of the computation models were derived in Chapter 6. The performance of a large class of applications could be predicted by combining these formulations and by using the higher level approach. The analysis process also showed
how we could derive the performance formulations of a given application through the lower level approach. An example was given to show the performance prediction techniques. Results obtained from our implementation of this example matched the predicted performance well.

7.2 Future Research Directions

In this research, the structured representation method was developed to describe the most frequently used scientific and engineering applications. The basic data structures of these applications, called computation models, were identified and studied and a new metric for the performance of parallel algorithms was proposed. Applying the structured representation, the identified computation models and the new metric of performance, the issues in efficient algorithm design and in performance prediction were studied. All these topics, namely, the representation, the basic data structure and the metric of performance, are fundamental problems in computer science. Because of their fundamental properties, the results presented in this dissertation can be applied to other areas of computer science. Further, these problems are difficult to solve perfectly due to their fundamental nature. Future research areas can be identified along three directions – improving the current results of these fundamental problems, continuing the research of applying these fundamental results to efficient algorithm design and performance prediction, extending the application of these fundamental results to other areas of computer science.

Several questions remain open along the first direction of research. For structured representation, we have only developed notation for two classes of data-exchange, i.e., regular data-exchange and conjunctive regular data-exchange. Communication phases do exist that do not belong to either of these two kinds of data-exchanges. Can we extend our notation to cover more complicated communications? Structured representation provides the information about how many processors participate in each data-exchange phase. If we assume that a processor computes if and only if it participates in data-exchange, then we know how many processors do useful work at each compute phase and, therefore, have some knowledge of uneven allocation degradation. However, the workload of each processor is unknown. Processors may compute at the same compute phase but with different workload. Can we extend or modify our current notation to contain the workload information? Furthermore, we assume that the communication is achieved in a synchronous fashion, can we extend our current notation to contain asynchronous communication? Could we use graph
theoretical results and terminologies to make structured representation more general and more fruitful? For instance, the results of bipartite graphs could be used to further divide a communication pattern into smaller pieces. Also, further study on computation models is needed. This includes studying more applications and identifying more models, studying each model on different architectures, and deciding how to identify a computation model. With structured representation, a computation model can be identified at different levels – finer or coarser. Which level is better is uncertain at this time. For example, divide-and-conquer is a commonly used technique, which we identified in the conventional way (see Section 3.2). However, it can be identified as two tree structures, which may be easier to measure and understand. Three models of speedup, namely, fixed-size speedup, fixed-time speedup and memory-bounded speedup, are studied for the performance of different classes of applications. Applications exist which do not fit any of these models of speedup, but satisfy some combination of the models.

The study of efficient algorithm design and performance prediction is still in a preliminary stage. This is especially true for the research in performance prediction. Only four applications have been studied on a single architecture – the hypercube architecture. We would like to study more applications on different architectures and explore the dynamic load balancing issues. We need more experimental data to support the theoretical results. Our representation is based on advanced technology, so it does not consider the distance between two processors as an important factor. The algorithms which have been implemented on the first generation NCUBE multicomputer should be tested further on second generation multicomputers. More algorithms should be implemented on second generation multicomputers to determine the accuracy of our predictions and to improve our prediction schemes. Structured representation contains adequate information about an application, but finding the structured representation for an application is difficult. It requires a deep understanding of the application itself. How to detect the structured representation of a given application automatically and systematically is an interesting research issue. Some tools exist for detecting the degree of parallelism of a given application [36]. These tools provide starting points for developing tools that can detect the structures and computation models contained within applications automatically. The proposed performance prediction method is based on structured representation and computation models. Performance tools can be developed for performance estimation and prediction by applying the method. Further study of the performance prediction methodology is needed before a tool can be developed, since there are numerous implementation issues involved. This is another interesting research issue which
can be studied based on the results of this dissertation.

During my dissertation, I have conducted research on several fundamental problems and applied the research results to different areas of computer science. Further research can be continued along these directions. This research can also be extended to new areas to attack untouched problems. For instance, structured representation could be modified for use with shared-memory multiprocessors; the computation model concept may be extended for non-numerical computations; kernel programs for machine benchmarks can be developed based on the identified computation models. I plan to continue my current research and am always looking forward to meeting new challenges.
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